
DISS. ETH NO. 30472

NEURAL POLICIES FOR PROSOCIAL
NAVIGATION

A thesis submitted to attain the degree of

DOCTOR OF SCIENCES
(Dr. sc. ETH Zurich)

presented by

ZHEJUN ZHANG

M.Sc. in Electrical Engineering and Information Technology
ETH Zurich

born on 25.08.1994

accepted on the recommendation of

Prof. Dr. Luc Van Gool, examiner
Prof. Dr. Marco Pavone, co-examiner

Prof. Dr. Igor Gilitschenski, co-examiner
Dr. Alexander Liniger, co-examiner

2024





Dedicated to my wife Lin.





Abstract

In order for an autonomous vehicle to navigate safely and prosocially in dense urban
traffic, it needs to predict the potential motion of surrounding traffic participants and
apply a policy that incorporates the predicted trajectories of other agents. As the com-
plexity of this task scales up rapidly, learning-based methods become more preferable
compared to traditional planners. In this thesis, we explore techniques for training neural
policies for both autonomous vehicles and non-playable simulated traffic agents. Our
goal is twofold: to enhance the generalizability of the autonomous driving policy through
data, and to narrow the sim-to-real gap in terms of behavioral realism without adding
excessive computational overhead.

Firstly, we introduce Reinforcement Learning Coach (Roach), a two-stage approach to
end-to-end driving that combines reinforcement learning and imitation learning. In the
first stage, we train a reinforcement learning expert that maps bird’s-eye view images
to continuous low-level actions. While setting a new performance upper-bound on
the CARLA simulator, our expert also serves as a better coach, providing informative
supervision signals for imitation learning agents to learn from. In the second stage,
supervised by the Roach expert, a baseline end-to-end agent with monocular camera-
input achieves expert-level performance while generalizing to a new map and new
weather.

Secondly, we introduce a novel multiplicative value function for model-free reinforcement
learning algorithms to alleviate the poor sample efficiency suffered by the Roach expert.
The multiplicative value function consists of a safety critic and a reward critic. The safety
critic predicts the probability of constraint violation and discounts the reward critic,
which solely estimates constraint-free returns. Splitting responsibilities facilitates the
learning task, resulting in increased sample efficiency when training Proximal Policy
Optimization and Soft Actor Critic in safety-critic environments.

Thirdly, we address the issue of poor behavioral realism in existing simulators by training
simulated agents to exhibit human-like behaviors using real-world data. We show data-
driven traffic simulation can be formulated as a world model, and we present TrafficBots,
a multi-agent policy built upon motion prediction and end-to-end driving. Based on
TrafficBots, we develop a world model tailored for the planning module of autonomous
vehicles. Compared to existing data-driven traffic simulators, TrafficBots demonstrates
superior configurability and scalability.

Finally, we delve into the trade-off between the accuracy and efficiency of motion predic-
tion and traffic simulation methods. We introduce the K-nearest neighbor attention with
relative pose encoding (Knarpe), a novel attention mechanism allowing the pairwise-
relative representation to be used by Transformers. Then, based on Knarpe we present the
Heterogeneous Polyline Transformer with Relative pose encoding (HPTR), a hierarchical
framework enabling asynchronous token update during the online inference. By sharing
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contexts among agents and reusing the unchanged contexts, our approach is as efficient
as scene-centric methods, while performing as accurate as state-of-the-art agent-centric
methods. Hence, it is a superior architecture for motion prediction networks and neural
policies for autonomous vehicles and robots.



Zusammenfassung

Um ein autonomes Fahrzeug sicher und prosozial im dichten städtischen Verkehr zu
navigieren, muss es die potenzielle Bewegung der umliegenden Verkehrsteilnehmer
voraussagen und eine Richtlinie anwenden, die die vorhergesagten Trajektorien anderer
Agenten berücksichtigt. Da die Komplexität dieser Aufgabe rapide zunimmt, werden
lernbasierte Methoden gegenüber traditionellen Planern bevorzugt. In dieser Arbeit
untersuchen wir Techniken zur Schulung neuronaler Richtlinien für sowohl autonome
Fahrzeuge als auch nicht-spielbare simulierten Verkehrsagenten. Unser Ziel ist zweigleisig:
die Verallgemeinerbarkeit der autonomen Fahrtrichtlinie durch Daten zu verbessern
und die Lücke zwischen Simulation und Realität in Bezug auf Verhaltensrealismus zu
verringern, ohne dabei eine übermäßige Rechenlast hinzuzufügen.

Zunächst führen wir Reinforcement Learning Coach (Roach) ein, einen zweistufigen An-
satz für das End-to-End-Fahren, der Verstärkungslernen und Imitationslernen kombiniert.
In der ersten Stufe trainieren wir einen Verstärkungslernexperten, der Vogelperspekti-
venbilder auf kontinuierliche, niedrigstufige Aktionen abbildet. Während er einen neuen
Leistungsrekord auf dem CARLA-Simulator setzt, fungiert unser Experte auch als besse-
rer Trainer, der informative Überwachungssignale für Imitationslernagenten liefert. In der
zweiten Stufe erreicht ein Baseline-End-to-End-Agent mit monokularem Kameraeingang
unter der Aufsicht des Roach-Experten Expertenleistung und generalisiert auf eine neue
Karte und neues Wetter.

Zweitens führen wir eine neuartige multiplikative Wertefunktion für modellfreie Verstär-
kungslernalgorithmen ein, um die geringe Proben-Effizienz zu mildern, unter der der
Roach-Experte leidet. Die multiplikative Wertefunktion besteht aus einem Sicherheitskriti-
ker und einem Belohnungskritiker. Der Sicherheitskritiker sagt die Wahrscheinlichkeit
einer Einschränkungsverletzung voraus und reduziert den Belohnungskritiker, der aus-
schließlich freiheitsbeschränkte Rückgaben schätzt. Die Aufteilung der Verantwortlich-
keiten erleichtert die Lernaufgabe und führt zu einer erhöhten Proben-Effizienz beim
Training von Proximal Policy Optimization und Soft Actor Critic in Sicherheitskritikum-
gebungen.

Drittens gehen wir das Problem des schlechten Verhaltensrealismus in bestehenden
Simulatoren an, indem wir simulierte Agenten mit realen Daten trainieren, um men-
schenähnliches Verhalten zu zeigen. Wir zeigen, dass datengesteuerte Verkehrssimulation
als Weltmodell formuliert werden kann, und stellen TrafficBots vor, eine Multi-Agenten-
Richtlinie, die auf Bewegungsvorhersage und End-to-End-Fahren basiert. Basierend auf
TrafficBots entwickeln wir ein Weltmodell, das speziell für das Planungsmodul auto-
nomer Fahrzeuge zugeschnitten ist. Im Vergleich zu vorhandenen datengesteuerten
Verkehrssimulatoren demonstriert TrafficBots eine überlegene Konfigurierbarkeit und
Skalierbarkeit.
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Schließlich gehen wir auf den Kompromiss zwischen Genauigkeit und Effizienz von
Bewegungsvorhersage- und Verkehrssimulationsmethoden ein. Wir stellen das K-nearest-
neighbor attention with relative pose encoding (Knarpe) vor, einen neuartigen Auf-
merksamkeitsmechanismus, der es ermöglicht, die paarweise-relative Darstellung von
Transformers zu verwenden. Basierend auf Knarpe präsentieren wir dann den Heteroge-
neous Polyline Transformer mit relativer Positions-Codierung (HPTR), ein hierarchisches
Rahmenwerk, das eine asynchrone Token-Aktualisierung während der Online-Inferenz er-
möglicht. Durch das Teilen von Kontexten zwischen Agenten und die Wiederverwendung
der unveränderten Kontexte ist unser Ansatz so effizient wie szenezentrierte Methoden
und dabei so genau wie agentenzentrische Methoden auf dem neuesten Stand der Tech-
nik. Daher ist es eine überlegene Architektur für Bewegungsvorhersagenetzwerke und
neuronale Richtlinien für autonome Fahrzeuge und Roboter.
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1
Introduction

Navigation in the proximity of humans and human-driven vehicles is one of the most
fundamental tasks for large-scale deployment of autonomous vehicles (AV) and robots
in our daily lives. Traditionally, the navigation task has been tackled using a modular
pipeline that typically consists of four modules, arranged from upstream to downstream
as follows:

• Perception: Generating detection or tracking results from sensor measurements,
such as camera images and Lidar point clouds.

• Prediction: Forecasting the future motion of surrounding objects based on their
historical trajectories and environmental contexts, such as a high-definition map.

• Planning: Generating the future trajectory for the ego agent given the outputs from
perception and prediction modules.

• Control: Controlling the actuators of the ego agent to follow the planned trajectory.

In practice, the prediction and the control module can be simplified or even neglected,
depending on the complexity of the operational design domain (ODD) and the mechanical
dynamics of the ego vehicle or robot.

Over the past decade, the remarkable achievements of deep learning have led to an
increased adoption of data-driven approaches across various segments of this pipeline.
Notably, it has been observed that upstream modules extensively use big data and deep
learning techniques, while downstream modules place a greater emphasis on physical
models and manually crafted rules. In fact, today’s perception modules are almost com-
pletely based on deep learning [1], whereas the control modules are predominantly built
upon physics [2]. This phenomenon can be explained by the complexity of different tasks
and the generalizability of different methods. Considering that the ODD for today’s AV
and robots encompasses unstructured and consistently changing outdoor environments,
conventional model-based methods are incapable of addressing the perception challenge
due to the lack of generalizability. On the contrary, addressing the control problem
through a model-based approach is feasible because, in most cases, the robot and vehicle
dynamics are well-defined, except when the ODD involves off-road navigation under
extreme road conditions.

While this conclusion is evident for the perception module at the most upstream level
and the control module at the most downstream level, the preference between data-
driven and model-based methods remains controversial for the intermediate modules,

1



2 1 introduction

namely prediction and planning. In recent years, there has been a trend in transitioning
from model-based to data-driven approaches in prediction and planning modules, or,
more radically, replacing either the complete or part of the modular pipeline with an
end-to-end (E2E) model [3, 4]. This shift is not only because of the success of deep
learning in perception tasks, but also because the ODD of AV and robots has extended
to environments involving interaction with humans, such as navigating through dense
urban traffic. This task of prosocial navigation demands high generalizability and human-
acceptable behavior from the prediction and planning algorithms, which can be more
elegantly addressed through large-scale datasets and deep neural networks. This trend
is also observed in the recent progress in the AV industry, where many companies have
explored E2E approaches, such as those employed by Waymo [4, 5], NVIDIA [6, 7],
Waabi [8], Tesla [9], and Wayve [10].

The scope of E2E driving is not restricted to a policy that maps sensor measurements to
low-level actions. It usually also includes “mid-to-mid” methods, which map the output
of perception module to motion trajectories. This relaxation is valid because the problem
formulation remains unchanged: generating a motion plan for the ego agent based on
past observations. Importantly, the learned model must function as a policy, i.e., the
E2E model will be rolled out auto-regressively at inference time. Auto-regressive rollout
means the current inputs to the policy can be influenced by its own outputs at previous
time steps. This will lead to error accumulation due to covariate shift [11] if the policy
is trained using an expert dataset in a supervised fashion, specifically through behavior
cloning. This is because the learned policy is most likely imperfect, and the pre-collected
expert demonstrations used for training cannot provide guidance on recovering from
situations caused by this imperfection. One of the most promising ways to alleviate this
problem is to use on-policy data, i.e., experiences collected by executing the policy, to
refine the policy through imitation learning (IL) or reinforcement learning (RL). In IL, the
on-policy data has to be annotated by an expert with the correct actions, whereas in RL, a
reward is needed to quantify how well a policy performs. In any case, an environment is
necessary for collecting the on-policy data. Since the policy is imperfect, executing it in
the real world could be dangerous, especially when the environment involves humans in
proximity. Therefore, it is preferable to use simulation as a substitute to train and test
neural policies for AV and robots.

Policies trained and tested solely in simulation are prone to overfitting to the simulated
environment. To effectively deploy such policies in the real world, it is essential to tackle
two challenges: minimizing the sim-to-real gap inherent in the simulation and facilitating
the sim-to-real transfer for the policy. In this thesis, our focus will be on the first challenge,
as a high-fidelity simulator is not only valuable for training neural policies but also for
testing all kinds of AV algorithms, including those that are not data-driven or E2E. For
this challenge, there is also a trend towards employing more data-driven approaches,
particularly in enhancing the photo-fidelity and behavior-fidelity of the simulator. In
the past, achieving photo-fidelity depended on advanced game engines and skilled 3D
artists [12], a process that was economically expensive and lacked scalability. Recently,
however, numerous data-driven real-to-sim methods have been introduced to reconstruct
real-world observations and synthesize sensor measurements [13], including camera
images [14] and Lidar point clouds [15]. Similarly, behavior-fidelity used to rely on
sophisticated rules heuristically designed by engineers [16]. This was not a challenging
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task in the past when the ODD mainly consisted of scenarios with scarce interaction
with humans, such as highways. However, when the environment expands to include
densely populated urban scenarios, the complexity of manually crafting rules becomes
overwhelming, making this approach infeasible. To address this problem, various data-
driven traffic simulation methods [17, 18] have been proposed to generate human-like
behavior for bot agents in the simulation through neural policies learned from real-world
datasets.

In the following Section 1.1, we will review existing works on autonomous driving, with
a focus on learning neural policies for the ego vehicle. Then in Section 1.2, we will review
related works on traffic simulation, with a focus on learning neural policies for simulated
traffic participants. Finally, in Section 1.3, we will present an outline of this thesis, which
addresses several critical problems in learning neural policies for prosocial navigation.

1.1 Autonomous Driving

The first part of this thesis focuses on training a neural policy for the AV to navigate safely
and prosocially in dense urban traffic. Following the E2E driving problem formulation,
we define the input end of the policy to be either the sensor measurements or the
intermediate representations generated by the perception module, and the output end to
be either planned trajectories or actions for the ego vehicle. To train such a policy, we will
leverage techniques from previous works on E2E driving, IL, and RL.

1.1.1 End-to-End Driving

Although the first E2E driving approach was proposed in the 1980s [19], most AV
solutions deployed on public roads today still rely on a modular pipeline [2, 20, 21, 22].
However, current AV solutions do not perform well enough for massive deployment
in cities due to the complexity and the long tail in urban driving scenarios [23, 24, 25].
Hence, there is a recent trend in the AV industry [4, 9, 10] and research [26, 27, 28, 29]
to revisit data-driven E2E autonomous driving. Typical E2E driving methods directly
map sensor measurements to low-level actions, thereby replacing the entire modular AV
stack with a single deep neural network [3, 6, 30, 31, 32, 33, 34]. However, this approach
demands a large amount of data and suffers from poor generalizability [35]. This problem
can be addressed by using more structured representations for input and output, which
means the E2E model now replaces only some parts of the modular pipeline [7, 36, 37, 38,
39, 40, 41]. We refer to [42, 43] for a comprehensive review of E2E driving.

1.1.2 Imitation Learning

Imitating the expert demonstrations is the most straight-forward approach to train
E2E driving policies [3, 4, 30, 34]. However, training policies via supervised learning,
specifically behavior cloning, often leads to covariate shift [11, 32], which can be partially
mitigated through data augmentation techniques [6, 19, 44]. A more effective solution to
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this problem is applying data aggregation (DAGGER) [11], which demands an interactive
environment such as the CARLA simulator [12] and on-policy demonstrations from
humans [45, 46] or automated experts [39, 40, 47, 48]. The automated experts can be
either hand-crafted [32] or trained using IL [39] or RL [35]. In the absence of on-policy
interactions with the environment, alternatives such as GAIL [49] and inverse RL [50] can
be employed, although these methods tend to be less efficient and may not perform as
well.

1.1.3 Reinforcement Learning

Motivated by the successes of model-free RL in diverse gaming scenarios [51, 52, 53, 54],
numerous studies have extended model-free RL techniques [55, 56, 57, 58] to autonomous
driving, both in simulated environments [12, 59, 60, 61, 62] and real-world settings [44, 45,
63, 64]. In [65], RL was combined with IL, while in [66] studied multi-agent RL is studied
for E2E driving in simulation. A more detailed review of RL for AV can be found in [67].

Given that collision avoidance, a core function of AV, is modeled as constraint satisfaction
within the RL framework, and considering that constraint violations in real-world scenar-
ios may lead to catastrophic accidents, extensive research has focused on developing safe
RL methodologies [68, 69, 70, 71]. These methodologies can be broadly classified into
four categories: Lagrangian, primal, Lyapunov and intervention. The Lagrangian-based
approach [68, 72, 73, 74, 75] is the most popular approach used in most of the RL for
AV publications mentioned above. This approach converts the constrained problem into
an unconstrained one by relaxing the safety constraint with a Lagrange multiplier. The
other three approaches are less popular because they are more difficult to implement and
their performance is not superior. The primal approach [76, 77, 78, 79, 80] computes a
policy gradient that satisfies the constraints. The Lyapunov-based approach [81, 82, 83,
84] leverages Lyapunov functions, which are used in control theory to prove the stability
of a dynamical system. The intervention approach [85, 86, 87, 88] uses backup policies to
ensure safe actions. We refer to [89, 90] for an overview of the recent advances in safe RL.

1.2 Traffic Simulation

The second part of this thesis focuses on training a neural policy for bot agents in the
simulation. To minimize the behavioral sim-to-real gap, simulated traffic participants
surrounding the AV should exhibit human-like behavior, as observed in daily lives on
public roads. To achieve that, we will leverage techniques from previous works on
data-driven simulation, world models and motion prediction.

1.2.1 Data-Driven Simulation

Various data-driven approaches have been introduced to reduce the sim-to-real gap in
perception, realized specifically through the synthesis of camera images [14, 44, 91, 92, 93],
LiDAR point clouds [15, 94], and 3D assets [95, 96]. For the planning modules, however,
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the sim-to-real gap in terms of the behavior of bot agents is more important. Compared
to the hand-crafted rules [12, 97, 98], more realistic behaviors can be generated through
log-replay [99, 100, 101, 102, 103, 104] or data-driven traffic simulation. The problem of
learning realistic behaviors is formulated as generative adversarial IL [49] in [105, 106, 107,
108], as behavior cloning in [109], as flow prediction in [110], as diffusion model in [111],
and as model-based IL in [18, 112]. While the behavioral realism of vehicles considers
only the trajectories, the behavioral realism of pedestrians also includes animation [113].
In order to stress test the planner, methods like [114, 115] have been proposed to generate
challenging driving scenarios. We refer to [116] for a more detailed review of data-driven
traffic simulation.

1.2.2 World Models

While the aforementioned data-driven simulation approaches address only part of a
full-stack simulator, a world model can be considered a fully data-driven E2E simulator.
World models [117] are action-conditional dynamics models learned from observational
data. As a differentiable substitute of the actual environment or a full-stack simulator,
world models can be used for planning [118] and policy learning [119, 120]. Training
world models is often formulated as a video prediction problem such that the method can
generalize to all image-based environments, like Atari [121] and highway driving [122].
Recently, encouraged by the success of generative models, specifically diffusion mod-
els [123], for image [124, 125] and video [126, 127], numerous world models have been
proposed for more challenging applications such as AV [128] and robots [129, 130, 131,
132]. A recent survey on world models for autonomous driving can be found in [133].

1.2.3 Motion Prediction

Data-driven traffic simulation often relies on the network architecture of motion prediction
methods. In fact, traffic simulation can be considered as a closed-loop counterpart of the
open-loop motion prediction [18, 112] and the same datasets [134, 135, 136] are used for
both tasks. However, while the problem formulation of motion prediction could be either
marginal for individual agent [137] or joint for all agents in the same scene [137, 138,
139], traffic simulation is always joint [140]. In contrast to policy learning for AV, traffic
simulation [140] and motion prediction [137] often require multi-modal outputs, which
can be addressed using goal conditioning [141, 142, 143, 144] and conditional variational
autoencoder [145, 146, 147, 148]. While previous motion prediction approaches [146, 149]
used recurrent neural networks [148, 150, 151, 152] and rasterized images [147, 153, 154,
155] with convolutional neural networks [156, 157], better performance is achieved by
recent methods using vectorized representations [158] as input and Transformers [159,
160, 161] as the network backbone.

The vectorized representation falls into three categories: agent-centric [158], scene-
centric [162] and pairwise-relative [163]. The agent-centric representation is the most
popular one because of its good performance [164, 165, 166, 167]. By transforming all
inputs to the local coordinates of each target agent, it ensures rotation and translation
invariance but at the cost of poor scalability as the number of target agents grows. The
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scene-centric representation is the most efficient and scalable approach, because it shares
the contexts among all target agents by transforming all inputs to a global coordinate [162].
However, it performs poorly due to its lack of rotation and translation invariance. The
pairwise-relative representation combines the best of both worlds by introducing a pair
of global pose and local attribute for each object [163, 168, 169]. Methods using this
representation can achieve high accuracy and scalability at the same time [170, 171]. This
advantage is crucial for large-scale data-driven simulation and onboard deployment of
AV and robots.

1.3 Thesis Outline

In this thesis, we address several issues that arise while learning E2E policy for AV and
learning multi-agent policies for traffic simulation.

In Chapter 2, we propose Roach [35], the RL coach, which maps bird’s-eye view images
to continuous actions, and we use Roach to supervise an E2E IL driving policy. Roach
eliminates the need for human experts and outperforms previous automated experts.
Moreover, it also serves as a better teacher, providing more informative supervision
signals for the IL student policy to learn from. We validate the effectiveness of our
approach in the CARLA simulator.

Then, in Chapter 3, we address a limitation of Roach: the poor sample efficiency during
the training of the mid-to-end RL policy. Specifically, we investigate more stable and
efficient methods to train model-free RL algorithms in safety-critical environments such
as autonomous driving. To this end, we propose a novel multiplicative value function [71]
comprising a safety critic, which predicts the probability of constraint violation, and a
reward critic, which estimates only constraint-free returns. By splitting responsibilities,
we facilitate the learning task, leading to increased sample efficiency when applying to
Proximal Policy Optimization (PPO) [172] and Soft Actor Critic (SAC) [58] in safety-critical
environments

In Chapter 4, we address another limitation of Roach: the unnatural behavior exhibited
by simulated agents in the CARLA simulator we used for training and testing our
algorithms. To this end, we introduce TrafficBots [112], a multi-agent nueral policy built
upon motion prediction and E2E driving. Then we draw a parallel between data-driven
traffic simulation and world models. Based on TrafficBots we obtain a world model
tailored for the planning module of AV. To address the configurability and multi-modality
of the simulation, TrafficBots assigns a destination and a personality to each agent. To
ensure the scalability, TrafficBots use the scene-centric representation and a new scheme
of positional encoding.

Finally, in Chapter 5, we address the limitation of TrafficBots, which is the poor per-
formance caused by the usage of the scene-centric representation. To achieve that, we
introduce the K-nearest neighbor attention with relative pose encoding (Knarpe), a novel
attention mechanism allowing the pairwise-relative representation to be used by Trans-
formers. Then based on Knarpe we present the Heterogeneous Polyline Transformer
with Relative pose encoding (HPTR), a hierarchical framework enabling asynchronous
token update during the online inference [170]. The new motion prediction architecture,
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HPTR, performs on par with state-of-the-art agent-centric methods, while maintaining the
efficiency and scalability of scene-centric methods. As a result, it is suitable for on-board
and real-time applications, as well as large-scale traffic simulation.





2
End-to-End Urban Driving by Imitating
a Reinforcement Learning Coach

End-to-end approaches to autonomous driving commonly rely on expert demonstra-
tions. Although humans are good drivers, they are not good coaches for end-to-end
algorithms that demand dense on-policy supervision. On the contrary, automated experts
that leverage privileged information can efficiently generate large scale on-policy and
off-policy demonstrations. However, existing automated experts for urban driving make
heavy use of hand-crafted rules and perform suboptimally even on driving simulators,
where ground-truth information is available. To address these issues, we train a rein-
forcement learning expert that maps bird’s-eye view images to continuous low-level
actions. While setting a new performance upper-bound on CARLA, our expert is also a
better coach that provides informative supervision signals for imitation learning agents
to learn from. Supervised by our reinforcement learning coach, a baseline end-to-end
agent with monocular camera-input achieves expert-level performance. Our end-to-end
agent achieves a 78% success rate while generalizing to a new town and new weather
on the NoCrash-dense benchmark and state-of-the-art performance on the challenging
public routes of the CARLA LeaderBoard.

2.1 Introduction

Even though nowadays, most autonomous driving (AD) stacks [173, 174] use individual
modules for perception, planning and control, end-to-end approaches have been proposed
since the 80’s [19] and the success of deep learning brought them back into the research
spotlight [6, 175]. Numerous works have studied different network architectures for
this task [3, 4, 34], yet most of these approaches use supervised learning with expert
demonstrations, which is known to suffer from covariate shift [11, 32]. While data
augmentation based on view synthesis [6, 19, 44] can partially alleviate this issue, in this
paper, we tackle the problem from the perspective of expert demonstrations.

This chapter was published as a conference article: Zhejun Zhang, Alexander Liniger, Dengxin Dai, Fisher Yu, Luc
Van Gool, “End-to-End Urban Driving by Imitating a Reinforcement Learning Coach”, Proceedings of the IEEE/CVF
International Conference on Computer Vision (ICCV), 2021, doi: 10.1109/ICCV48922.2021.01494
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Expert demonstrations are critical for end-to-end AD algorithms. While imitation learning
(IL) methods directly mimic the experts’ behavior [4, 30], reinforcement learning (RL)
methods often use expert demonstrations to improve sample efficiency by pre-training
part of the model via supervised learning [60, 64]. In general, expert demonstrations
can be divided into two categories: (i) Off-policy, where the expert directly controls the
system, and the state/observation distribution follows the expert. Off-policy data for
AD includes, for example, public driving datasets [136, 176, 177]. (ii) On-policy, where
the system is controlled by the desired agent and the expert “labels" the data. In this
case, the state/observation distribution follows the agent, but expert demonstrations
are accessible. On-policy data is fundamental to alleviate covariate shift as it allows the
agent to learn from its own mistakes, which the expert in the off-policy data does not
exhibit. However, collecting adequate on-policy demonstrations from humans is non-
trivial. While trajectories and actions taken by the human expert can be directly recorded
during off-policy data collection, labeling these targets given sensor measurements turns
out to be a challenging task for humans. In practice, only sparse events like human
interventions are recorded, which, due to the limited information it contains, is hard to
use for training and better suited for RL [44, 45, 63] than for IL methods.

In this work we focus on automated experts, which in contrast to human experts can
generate large-scale datasets with dense labels regardless of whether they are on-policy or
off-policy. To achieve expert-level performance, automated experts may rely on exhaustive
computations, expensive sensors or even ground truth information, so it is undesirable to
deploy them directly. Even though some IL methods do not require on-policy labeling,
such as GAIL [49] and inverse RL [50], these methods are not efficient in terms of
on-policy interactions with the environment.

On the contrary, automated experts can reduce the expensive on-policy interactions.
This allows IL to successfully apply automated experts to different aspects of AD. As
a real-world example, Pan et al. [47] demonstrated end-to-end off-road racing with a
monocular camera by imitating a model predictive control expert with access to expensive
sensors. In the context of urban driving, [32] showed that a similar concept can be applied
to the driving simulator CARLA [12]. Driving simulators are an ideal proving ground
for such approaches since they are inherently safe and can provide ground truth states.
However, there are two caveats. The first regards the “expert" in CARLA, commonly
referred to as the Autopilot (or the roaming agent). The Autopilot has access to ground
truth simulation states, but due to the use of hand-crafted rules, its driving skills are not
comparable to a human expert’s. Secondly, the supervision offered by most automated
experts is not informative. In fact, the IL problem can be seen as a knowledge transfer
problem and just learning from expert actions is inefficient.

To tackle both drawbacks and motivated by the success of model-free RL in Atari games
[178] and continuous control [58], we propose Roach (RL coach), an RL expert that maps
bird’s-eye view (BEV) images to continuous actions (Fig. 2.1 bottom). After training
from scratch for 10M steps, Roach sets the new performance upper-bound on CARLA
by outperforming the Autopilot. We then train IL agents and investigate more effective
training techniques when learning from our Roach expert. Given that Roach uses a
neural network policy, it serves as a better coach for IL agents also based on neural
networks. Roach offers numerous informative targets for IL agents to learn from, which
go far beyond deterministic action provided by other experts. Here we demonstrate
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Figure 2.1: Roach: RL Coach allows IL agents to benefit from dense and informative on-policy
supervisions.

the effectiveness of using action distributions, value estimations and latent features as
supervisions.

Fig. 2.1 shows the scheme of learning from on-policy supervisions labeled by Roach
on CARLA. We also record off-policy data from Roach by using its output to drive the
vehicle on CARLA. Leveraging 3D detection algorithms [179, 180] and extra sensors to
synthesize the BEV, Roach could also address the scarcity of on-policy supervisions in
the real world. This is feasible because on the one hand, BEV as a strong abstraction
reduces the sim-to-real gap [181], and on the other hand, on-policy labeling does not have
to happen in real-time or even onboard. Hence 3D detection becomes easier given the
complete sequences [182].

In summary, this paper presents Roach, an RL expert that sets a new performance upper-
bound on CARLA. Moreover, we demonstrate the state-of-the-art performance on both
the NoCrash benchmark and the public routes of CARLA LeaderBoard using a single
camera based end-to-end IL agent, which is supervised by Roach using our improved
training scheme. Our repository is available at https://github.com/zhejz/carla-roach

2.2 Related Work

Since our methods are trained and evaluated on CARLA, we mainly focus on related
works also done on CARLA.

https://github.com/zhejz/carla-roach
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End-to-End IL: Dosovitskiy et al. [12] introduced the CARLA driving simulator and
demonstrated that a baseline end-to-end IL method with single camera input can achieve
a performance comparable to a modular pipeline. After that, CIL [30] and CILRS [31]
addressed directional multi-modality in AD by using branched action heads where
the branch is selected by a high-level directional command. While the aforementioned
methods are trained via behavior cloning, DA-RB [32] applied DAGGER [11] with critical
state sampling to CILRS. Most recently, LSD [33] increased the model capacity of CILRS
by learning a mixture of experts and refining the mixture coefficients using evolutionary
optimization. Here, we use DA-RB as the baseline IL agent to be supervised by Roach.

Mid-to-X IL: Directly mapping camera images to low-level actions requires a large amount
of data, especially if one wants generalization to diverse weather conditions. Mid-to-X
approaches alleviate this issue by using more structured intermediate representation as
input and/or output. CILRS with coarse segmentation masks as input was studied in
[36]. CAL [37] combines CIL and direct perception [38] by mapping camera images to
driving affordances which can be directly used by a rule-based low-level controller. LBC
[39] maps camera images to waypoints by mimicking a privileged mid-to-mid IL agent
similar to Chauffeurnet [4], which takes BEV as input and outputs future waypoints.
Similarly, SAM [40] trained a visuomotor agent by imitating a privileged CILRS agent
that takes segmentation and affordances as inputs. Our Roach adopts BEV as the input
representation and predicts continuous low-level actions.

RL: As the first RL agent on CARLA, an A3C agent [59] was demonstrated in [12], yet its
performance is lower than that of other methods presented in the same paper. CIRL [60]
proposed an end-to-end DDPG [55] agent with its actor network pre-trained via behavior
cloning to accelerate online training. To reduce the problem complexity, Chen et al. [61]
investigated DDQN [56], TD3 [57] and SAC [58] using BEV as an input and pre-trained
the image encoder with a variational auto-encoder [183] on expert trajectories. State-of-
the-art performance is achieved in [64] using Rainbow-IQN [62]. To reduce the number
of trainable parameters during online training, its image encoder is pre-trained to predict
segmentation and affordances on an off-policy dataset. IL was combined with RL in [65]
and multi-agent RL on CARLA was discussed in [66]. In contrast to these RL methods,
Roach achieves high sample efficiency without using any expert demonstrations.

IL with Automated Experts: The effectiveness of automated experts was demonstrated
in [47] for real-world off-road racing, where a visuomotor agent is trained by imitating
on-policy actions labeled by a model predictive control expert equipped with expensive
sensors. Although CARLA already comes with the Autopilot, it is still beneficial to
train a proxy expert based on deep neural networks, as shown by LBC [39] and SAM
[40]. Through a proxy expert, the complex to solve end-to-end problem is decomposed
into two simpler stages. At the first stage, training the proxy expert is made easier by
formulating a mid-to-X IL problem that separates perception from planning. At the
second stage, the end-to-end IL agent can learn more effectively from the proxy expert
given the informative targets it supplies. To provide strong supervision signals, LBC
queries all branches of the proxy expert and backpropagates all branches of the IL agent
given one data sample, whereas SAM matches latent features of the proxy expert and
the end-to-end IL agent. While the proxy expert addresses planning, it is also possible
to address perception at the first stage as shown by FM-Net [48]. Overall, two-stage
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approaches achieve better performance than direct IL, but using proxy experts inevitably
lowers the performance upper-bound as a proxy expert trained via IL cannot outperform
the expert it imitates. This is not a problem for Roach, which is trained via RL and
outperforms the Autopilot.

2.3 Method

In this section we describe Roach and how IL agents can benefit from diverse supervisions
supplied by Roach.

2.3.1 RL Coach

Our Roach has three features. Firstly, in contrast to previous RL agents, Roach does not
depend on data from other experts. Secondly, unlike the rule-based Autopilot, Roach is
end-to-end trainable, hence it can generalize to new scenarios with minor engineering
efforts. Thirdly, it has a high sample efficiency. Using our proposed input/output
representation and exploration loss, training Roach from scratch to achieve top expert
performance on the six LeaderBoard maps takes less than a week on a single GPU
machine.

Roach consists of a policy network πθ(a|iRL, mRL) parameterized by θ and a value
network Vϕ(iRL, mRL) parameterized by ϕ. The policy network maps a BEV image iRL
and a measurement vector mRL to a distribution of actions a. Finally the value network
estimates a scalar value v, while taking the same inputs as the policy network.

Input Representation: We use a BEV semantic segmentation image iRL ∈ [0, 1]W×H×C

to reduce the problem complexity, similar to the one used in [4, 39, 61]. It is rendered
using ground-truth simulation states and consists of C grayscale images of size W × H.
The ego-vehicle is heading upwards and is centered in all images at D pixels above the
bottom, but it is not rendered. Fig. 2.2 illustrates each channel of iRL. Drivable areas and
intended routes are rendered respectively in Fig. 2.2a and 2.2b. In Fig. 2.2c solid lines are
white and broken lines are grey. Fig. 2.2d is a temporal sequence of K grayscale images in
which cyclists and vehicles are rendered as white bounding boxes. Fig. 2.2e is the same
as Fig. 2.2d but for pedestrians. Similarly, stop lines at traffic lights and trigger areas of
stop signs are rendered in Fig. 2.2f. Red lights and stop signs are colored by the brightest
level, yellow lights by an intermediate level and green lights by a darker level. A stop
sign is rendered if it is active, i.e. the ego-vehicle enters its vicinity and disappears once
the ego-vehicle has made a full stop. By letting the BEV representation memorize if the
ego-vehicle has stopped, we can use a network architecture without recurrent structure
and hence reduce the model size of Roach. A colored combination of all channels is
visualized in Fig. 2.1. We also feed Roach a measurement vector mRL ∈ R6 containing
the states of the ego-vehicle not represented in the BEV, these include ground-truth
measurements of steering, throttle, brake, gear, lateral and horizontal speed.

Output Representation: Low-level actions of CARLA are steering ∈ [−1, 1], throttle ∈
[0, 1] and brake ∈ [0, 1]. An effective way to reduce the problem complexity is predicting
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(a) Drivable areas (b) Desired route (c) Lane boundaries

(d) Vehicles (e) Pedestrians (f) Lights and stops

Figure 2.2: The BEV representation used by our Roach.

waypoint plans which are then tracked by a PID-controller to produce low-level actions
[39, 65]. However, a PID-controller is not reliable for trajectory tracking and requires
excessive parameter tuning. A model-based controller would be a better solution, but
CARLA’s vehicle dynamics model is not directly accessible. To avoid parameter tuning
and system identification, Roach directly predicts action distributions. Its action space
is a ∈ [−1, 1]2 for steering and acceleration, where positive acceleration corresponds
to throttle and negative corresponds to brake. To describe actions we use the Beta
distribution B(α, β), where α, β > 0 are respectively the concentration on 1 and 0.
Compared to the Gaussian distribution, which is commonly used in model-free RL,
the support of the Beta distribution is bounded, thus avoiding clipping or squashing to
enforce input constraints. This results in a better behaved learning problem since no tanh
layers are needed and the entropy and KL-divergence can be computed explicitly. Further,
the modality of the Beta distribution is also suited for driving, where extreme maneuvers
may often be taken, for example, emergency braking or taking a sharp turn.

Training: We use proximal policy optimization (PPO) [172] with clipping to train the
policy network πθ and the value network Vϕ. To update both networks, we collect
trajectories by executing πθk on CARLA. A trajectory τ = {(iRL,k, mRL,k, ak, rk)

T
k=0, z}

includes BEV images iRL, measurement vectors mRL, actions a, rewards r and a terminal
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event z ∈ Z that triggers the termination of an episode. The value network is trained to
regress the expected returns, whereas the policy network is updated via

θk+1 = arg max
θ

E
τ∼πθk

[
Lppo + Lent + Lexp

]
.

The first objective Lppo is the clipped policy gradient loss with advantages estimated
using generalized advantage estimation [184]. The second objective Lent is a maximum
entropy loss commonly employed to encourage exploration

Lent = −λent ·H (πθ(·|iRL, mRL)) .

Intuitively Lent pushes the action distribution towards a uniform prior because maximiz-
ing entropy is equivalent to minimizing the KL-divergence to a uniform distribution,

H (πθ) = −KL (πθ ∥ U (−1, 1)) ,

if both distributions share the same support. This inspires us to propose a generalized
form of Lent, which encourages exploration in sensible directions that comply with basic
traffic rules. We call it the exploration loss and define it as

Lexp = λexp · 1{T−Nz+1,...,T}(k) ·KL(πθ(·|iRL,k , mRL,k) ∥ pz) ,

where 1 is the indicator function and z ∈ Z is the event that ends the episode. The
terminal condition set Z includes collision, running traffic light/sign, route deviation
and being blocked. Unlike Lent which imposes a uniform prior on the actions at all time
steps regardless of which z is triggered, Lexp shifts actions within the last Nz steps of an
episode towards a predefined exploration prior pz which encodes an “advice” to prevent
the triggered event z from happening again. In practice, we use Nz = 100, ∀z ∈ Z . If
z is related to a collision or running traffic light/sign, we apply pz = B(1, 2.5) on the
acceleration to encourage Roach to slow down while the steering is unaffected. In contrast,
if the car is blocked we use an acceleration prior B(2.5, 1). For route deviations, a uniform
prior B(1, 1) is applied on the steering. Despite being equivalent to maximizing entropy
in this case, the exploration loss further encourages exploration on steering angles during
the last 10 seconds before the route deviation.

Implementation Details: Our implementation of PPO-clip is based on [185] and the
network architecture is illustrated in Fig. 2.3a. We use six convolutional layers to encode
the BEV and two fully-connected (FC) layers to encode the measurement vector. Outputs
of both encoders are concatenated and then processed by another two FC layers to
produce a latent feature jRL, which is then fed into a value head and a policy head, each
with two FC hidden layers. Trajectories are collected from six CARLA servers at 10 FPS,
each server corresponds to one of the six LeaderBoard maps. At the beginning of each
episode, a pair of start and target location is randomly selected and the desired route
is computed using the A∗ algorithm. Once the target is reached, a new random target
will be chosen, hence the episode is endless unless one of the terminal conditions in
Z is met. We use the reward of [62] and additionally penalize large steering changes
to prevent oscillating maneuvers. To avoid infractions at high speed, we add an extra
penalty proportional to the ego-vehicle’s speed. More details are in the appendix.
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Figure 2.3: Network architecture of Roach, the RL expert, and CILRS, the IL agent.

2.3.2 IL Agents Supervised by Roach

To allow IL agents to benefit from the informative supervisions generated by Roach, we
formulate a loss for each of the supervisions. Our training scheme using Roach can
be applied to improve the performance of existing IL agents. Here we use DA-RB [32]
(CILRS [31] + DAGGER [11]) as an example to demonstrate its effectiveness.

CILRS: The network architecture of CILRS is illustrated in Fig. 2.3b, it includes a
perception module that encodes the camera image iIL and a measurement module that
encodes the measurement vector mIL. Outputs of both modules are concatenated and
processed by FC layers to generate a bottleneck latent feature jIL. Navigation instructions
are given as discrete high-level commands and for each kind of command a branch is
constructed. All branches share the same architecture, while each branch contains an
action head predicting continuous actions a and a speed head predicting the current
speed s of the ego-vehicle. The latent feature jIL is processed by the branch selected by
the command. The imitation objective of CILRS consists of an L1 action loss

LA = ∥â− a∥1

and a speed prediction regularization

LS = λS · |ŝ− s| ,
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where λs is a scalar weight, â is the expert’s action, ŝ is the measured speed, a and s are
action and speed predicted by CILRS. Expert actions â may come from the Autopilot,
which directly outputs deterministic actions, or from Roach, where the distribution mode
is taken as the deterministic output. Besides deterministic actions, Roach also predicts
action distributions, values and latent features. Next we will formulate a loss function for
each of them.

Action Distribution Loss: Inspired by [186] which suggests soft targets may provide
more information per sample than hard targets, we propose a new action loss based on
the action distributions as a replacement for LA. The action head of CILRS is modified to
predict distribution parameters and the loss is formulated as a KL-divergence

LK = KL(π̂∥π)

between the action distribution π̂ predicted by the Roach expert and π predicted by the
CILRS agent.

Feature Loss: Feature matching is an effective way to transfer knowledge between
networks and its effectiveness in supervising IL driving agents is demonstrated in [40,
48]. The latent feature jRL of Roach is a compact representation that contains essential
information for driving as it can be mapped to expert actions using an action head
consists of only two FC layers (cf. Fig. 2.3a). Moreover, jRL is invariant to rendering and
weather as Roach uses the BEV representation. Learning to embed camera images to the
latent space of jRL should help IL agents to generalize to new weather and new situations.
Hence, we propose the feature loss

LF = λF · ∥jRL − jIL∥2
2 .

Value Loss: Multi-task learning with driving-related side tasks could also boost the
performance of end-to-end IL driving agents as shown in [175], which used scene
segmentation as a side task. Intuitively, the value predicted by Roach contains driving
relevant information because it estimates the expected future return, which relates to
how dangerous a situation is. Therefore, we augment CILRS with a value head and
regress value as a side task. The value loss is the mean squared error between v̂, the value
estimated by Roach, and v, the value predicted by CILRS,

LV = λV · (v̂− v)2 .

Implementation Details: Our implementation follows DA-RB [32]. We choose a Resnet-34
pretrained on ImageNet as the image encoder to generate a 1000-dimensional feature
given iRL ∈ [0, 1]900×256×3, a wide-angle camera image with a 100◦ horizontal FOV.
Outputs of the image and the measurement encoder are concatenated and processed by
three FC layers to generate jIL ∈ R256, which shares the same size as jRL. More details
are found in the appendix.
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2.4 Experiments

Benchmarks: All evaluations are completed on CARLA 0.9.11. We evaluate our methods
on the NoCrash [31] and the offline LeaderBoard benchmark1 [187]. Each benchmark
specifies its training towns and weather, where the agent is allowed to collect data, and
evaluates the agent in new towns and weather. The NoCrash benchmark considers
generalization from Town 1, a European town composed of solely one-lane roads and
T-junctions, to Town 2, a smaller version of Town 1 with different textures. By contrast,
the LeaderBoard considers a more difficult generalization task in six maps that cover
diverse traffic situations, including freeways, US-style junctions, roundabouts, stop signs,
lane changing and merging. Following the NoCrash benchmark, we test generalization
from four training weather types to two new weather types. But to save computational
resources, only two out of the four training weather types are evaluated. The NoCrash
benchmark comes with three levels of traffic density (empty, regular and dense), which
defines the number of pedestrians and vehicles in each map. We focus on the NoCrash-
dense and introduce a new level between regular and dense traffic, NoCrash-busy, to avoid
congestion that often appears in the dense traffic setting. For the offline LeaderBoard the
traffic density in each map is tuned to be comparable to the busy traffic setting.

Metrics: Our results are reported in success rate, the metric proposed by NoCrash, and
driving score, a new metric introduced by the CARLA LeaderBoard. The success rate is
the percentage of routes completed without collision or blockage. The driving score is
defined as the product of route completion, the percentage of route distance completed,
and infraction penalty, a discount factor that aggregates all triggered infractions. For
example, if the agent ran two red lights in one route and the penalty coefficient for
running one red light was 0.7, then the infraction penalty would be 0.72=0.49. Compared
to the success rate, the driving score is a fine-grained metric that considers more kinds of
infractions and it is better suited to evaluate long-distance routes. More details about the
benchmarks and the complete results are found in the appendix.

2.4.1 Performance of Experts

We use CARLA 0.9.10.1 to train RL experts and fine-tune our Autopilot, yet all evaluations
are still on 0.9.11.

Sample Efficiency: To improve the sample efficiency of PPO, we propose to use BEV
instead of camera images, Beta instead of Gaussian distributions, and the exploration
loss in addition to the entropy loss. Since the benefit of using a BEV representation is
obvious, here we only ablate the Beta distribution and the exploration loss. As shown in
Fig. 2.4, the baseline PPO with Gaussian distribution and entropy loss is trapped in a local
minimum where staying still is the most rewarding strategy. Leveraging the exploration
loss, PPO+exp can be successfully trained despite relatively high variance and low sample
efficiency. The Beta distribution helps substantially, but without the exploration loss the
training still collapsed in some cases due to insufficient exploration (cf. dashed blue line

1 In contrast to the Leaderboard online ranking, this benchmark is evaluated offline on the Leaderboard public routes (50
training, 26 testing).
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Figure 2.4: Learning curves of RL experts trained in CARLA Town 1-6. Solid lines show the mean
and shaded areas show the standard deviation of episode returns across 3 seeds. The dashed line
shows an outlier run that collapsed.

in Fig. 2.4). Our Roach (PPO+beta+exp) uses both Beta distribution and exploration loss
to ensure stable and sample efficient training. The training takes around 1.7M steps in
each of the six CARLA servers, this accounts for 10M steps in total, which takes roughly
a week on an AWS EC2 g4dn.4xlarge or 4 days on a 2080 Ti machine with 12 cores.

Driving Performance: Table 2.1 compares different experts on the NoCrash-dense and on
all 76 LeaderBoard routes under dynamic weather with busy traffic. Our Autopilot is a
strong baseline expert that achieves a higher success rate than the Autopilot used in LBC
and DA-RB. We evaluate three RL experts - (1) Roach, the proposed RL coach using Beta
distribution and exploration prior. (2) PPO+beta, the RL coach trained without using the
exploration prior. (3) PPO+exp, the RL coach trained without using the Beta distribution.
In general, our RL experts achieve comparable success rates and higher driving scores
than Autopilots because RL experts handle traffic lights in a better way (cf. Table 2.3).
The two Autopilots often run red lights because they drive over-conservatively and wait
too long at the junction, thus missing the green light. Among RL experts, PPO+beta and
Roach, the two RL experts using a Beta distribution, achieve the best performance, while
the difference between both is not significant. PPO+exp performs slightly worse, but it
still achieves better driving scores than our Autopilot.

2.4.2 Performance of IL Agents

The performance of an IL agent is limited by the performance of the expert it is imitating.
If the expert performs poorly, it is not sensible to compare IL agents imitating that expert.
As shown in Table 2.1, this issue is evident in the NoCrash new town with dense traffic,
where Autopilots do not perform well. To ensure a high performance upper-bound and
hence a fair comparison, we conduct ablation studies (Fig. 2.5 and Table 2.3) under the
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Suc. Rate % ↑ NCd-tt NCd-tn NCd-nt NCd-nn LB-all

PPO+exp 86± 6 86± 6 79± 6 77± 5 67± 3

PPO+beta 95± 3 95± 3 83± 5 87± 6 72± 5

Roach 91± 4 90± 7 83± 3 83± 3 72± 6

AP (ours) 95± 3 95± 3 83± 5 81± 2 75± 8

AP-lbc [39] 86± 3 83± 6 60± 3 59± 8 N/A

AP-darb [32] 71± 4 72± 3 41± 2 43± 2 N/A

Dri. Score % ↑ NCd-tt NCd-tn NCd-nt NCd-nn LB-all

PPO+exp 92± 2 92± 2 88± 3 86± 1 83± 0

PPO+beta 98± 2 98± 2 90± 3 92± 2 86± 2

Roach 95± 2 95± 3 91± 3 90± 2 85± 3

AP (ours) 86± 2 86± 2 70± 2 70± 1 78± 3

Table 2.1: Success rate and driving score of experts. Mean and standard deviation over 3 evaluation
seeds. NCd: NoCrash-dense. tt: train town & weather. tn: train town & new weather. nt: new
town & train weather. nn: new town & weather. LB-all: all 76 routes of LeaderBoard with dynamic
weather. AP: CARLA Autopilot. For RL experts the best checkpoint among all training seeds and
runs is used.

busy traffic setting such that our Autopilot can achieve a driving score of 80% and a
success rate of 90%. In order to compare with the state-of-the-art, the best model from
the ablation studies is still evaluated on NoCrash with dense traffic in Table 2.2.

The input measurement vector mIL is different for the NoCrash and for the LeaderBoard.
For NoCrash, mIL is just the speed. For the LeaderBoard, mIL contains additionally a
2D vector pointing to the next desired waypoint. This vector is computed from noisy
GPS measurements and the desired route is specified as sparse GPS locations. The
LeaderBoard instruction suggests that it is used to disambiguate situations where the
semantics of left and right are not clear due to the complexity of the considered map.

Ablation: Fig. 2.5 shows driving scores of experts and IL agents at each DAGGER
iteration on NoCrash and offline LeaderBoard with busy traffic. The baseline LA(AP)
is our implementation of DA-RB+ supervised by our Autopilot. Given our improved
Autopilot, it is expected that LA(AP) can achieve higher success rates than those reported
in the DA-RB paper, but this is not observed in Table 2.2. The large performance gap
between the Autopilot and LA(AP) (cf. Fig. 2.5), especially while generalizing to a new
town and new weather, indicates the limitation of this baseline.

By replacing the Autopilot with Roach, LA performs better overall than LA(AP). Further
learning from the action distribution, LK generalizes better than LA on the NoCrash but
not on the offline LeaderBoard. Feature matching only helps when jIL is provided with
the necessary information needed to reproduce jRL. In our case, jRL contains navigational
information as the desired route is rendered in the BEV input. For the LeaderBoard,
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Figure 2.5: Driving score of experts and IL agents. All IL agents (dashed lines) are supervised by
Roach except for LA(AP), which is supervised by our Autopilot. For IL agents at the 5th iteration
on NoCrash and all experts, results are reported as the mean over 3 evaluation seeds. Others are
evaluated with one seed. The offline Leaderboard benchmark is used here.
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Success Rate % ↑ NCd-tt NCd-tn NCd-nt NCd-nn

LBC [39] (0.9.6) 71± 5 63± 3 51± 3 39± 6

SAM [40] (0.8.4) 54± 3 47± 5 29± 3 29± 2

LSD [33] (0.8.4) N/A N/A 30± 4 32± 3

DA-RB+(E) [32] 66± 5 56± 1 36± 3 35± 2

DA-RB+ [32] (0.8.4) 62± 1 60± 1 34± 2 25± 1

Our baseline, LA(AP) 88± 4 29± 3 32± 11 28± 4

Our best, LK + LF(c) 86± 5 82± 2 78± 5 78± 0

Table 2.2: Success rate of camera-based end-to-end IL agents on NoCrash-dense. Mean and
standard deviation over 3 seeds. Our models are from DAGGER iteration 5. For DA-RB, + means
triangular perturbations are added to the off-policy dataset, (E) means ensemble of all iterations.

Success rate Driving score Route compl Infrac. penalty

iter 5 %, ↑ %, ↑ %, ↑ %, ↑

LA(AP) 31± 7 43± 2 62± 6 77± 4

LA 57± 7 66± 3 84± 3 76± 1

LK 74± 3 79± 0 91± 2 86± 1

LK + LF(c) 87± 5 88± 3 96± 0 91± 3

Roach 95± 2 96± 3 100± 0 96± 3

Autopilot 91± 1 79± 2 98± 1 80± 2

Collision

others

Collision

pedestrian

Collision

vehicle

Red light

infraction

Agent

blocked

iter 5 #/Km, ↓ #/Km, ↓ #/Km, ↓ #/Km, ↓ #/Km, ↓

LA(AP) 0.54± 0.53 0± 0 0.63± 0.50 3.33± 0.58 19.4± 14.4

LA 2.07± 1.37 0± 0 1.36± 1.10 1.4± 0.2 2.82± 1.45

LK 0.50± 0.25 0± 0 0.53± 0.18 0.68± 0.08 3.39± 0.20

LK + LF(c) 0.08± 0.04 0.01± 0.02 0.23± 0.08 0.61± 0.23 0.84± 0.04

Roach 0± 0 0.11± 0.07 0.04± 0.05 0.16± 0.20 0± 0

Autopilot 0± 0 0± 0 0.18± 0.08 1.93± 0.23 0.18± 0.08

Table 2.3: Driving performance and infraction analysis of IL agents on NoCrash-busy, new town
& new weather. Mean and standard deviation over 3 evaluation seeds.
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navigational information is partially encoded in mIL, which includes the vector to the
next desired waypoint, so better performance is observed by using LF. But for NoCrash
this information is missing as mIL is just the speed, hence it is impractical for jIL to mimic
jRL and this causes the inferior performance of LK + LF and LK + LF + LV. To confirm
this hypothesis, we evaluate a single-branch network architecture where the measurement
vector mIL is augmented by the command encoded as a one-hot vector. Using feature
matching with this architecture, LK +LF(c) and LK +LV +LF(c) achieve the best driving
score among IL agents in the NoCrash new town & weather generalization test, even
outperforming the Autopilot.

Using value supervision in addition to feature matching helps the DAGGER process to
converge faster as shown by LK + LV + LF and LK + LV + LF(c). However, without
feature matching, using value supervision alone LK + LV does not demonstrate superior
performance. This indicates a potential synergy between feature matching and value
estimation. Intuitively, the latent feature of Roach encodes the information needed for
value estimation, hence mimicking this feature should help to predict the value, while
value estimation could help to regularize feature matching.

Comparison with the State-of-the-art: In Table 2.2 we compare the baseline LA(AP) and
our best performing agent LK + LF(c) with the state-of-the-art on the NoCrash-dense
benchmark. Our LA(AP) performs comparably to DA-RB+ except when generalizing to
the new weather, where there is an incorrect rendering of after-rain puddles on CARLA
0.9.11 (see appendix for visualizations). This issue does not affect our best method
LK +LF(c) due to the stronger supervision of Roach. By mimicking the weather-agnostic
Roach, the performance of our IL agent drops by less than 10% while generalizing to
the new town and weather. Hence if the Autopilot is considered the performance upper-
bound, it is fair to claim our approach saturates the NoCrash benchmark. However, as
shown in Fig. 2.5, there is still space for improvement on NoCrash compared to Roach
and the performance gap on the offline LeaderBoard highlights the importance of this
new benchmark.

Performance and Infraction Analysis: Table 2.3 provides the detailed performance
and infraction analysis on the NoCrash benchmark with busy traffic in the new town
& weather setting. Most notably, the extremely high “Agent blocked” of our baseline
LA(AP) is due to reflections from after-rain puddles. This problem is largely alleviated
by imitating Roach, which drives more naturally, and LA shows an absolute improvement
of 23% in terms of driving score. In other words this is the gain achieved by using a
better expert, but the same imitation learning approach. Further using the improved
supervision from soft targets and latent features results in our best model LK + LF(c),
which demonstrates another 22% absolute improvement. By handling red lights in a
better way, this agent achieves 88%, an expert-level driving score, using a single camera
image as input.

2.5 Conclusion

We present Roach, an RL expert, and an effective way to imitate this expert. Using
the BEV representation, Beta distribution and the exploration loss, Roach sets the new
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performance upper-bound on CARLA while demonstrating high sample efficiency. To
enable a more effective imitation, we propose to learn from soft targets, values and
latent features generated by Roach. Supervised by these informative targets, a baseline
end-to-end IL agent using a single camera image as input can achieve state-of-the-art
performance, even reaching expert-level performance on the NoCrash-dense benchmark.
Future works include performance improvement on simulation benchmarks and real-
world deployment. To saturate the LeaderBoard, the model capacity shall be increased
[4, 33, 188]. To apply Roach to label real-world on-policy data, several sim-to-real gaps
have to be addressed besides the photorealism, which is partially alleviated by the BEV.
For urban driving simulators, the realistic behavior of road users is of utmost importance
[18].
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Appendices

2.A Summary

In the appendix, we provide (1) an overview of supplementary videos and codes, (2) im-
plementation details of the RL experts and the IL agents, (3) details regarding benchmarks,
and (4) additional experimental results.

2.B Other Supplementary Materials

2.B.1 Videos

To investigate how different agents actually drive, we provide three videos. roach.mp4
shows the driving performance of Roach, and highlights that it has a natural driving
style and that it can handle complex traffic scenes. In autopilot.mp4 we demonstrate
the rule-based CARLA Autopilot. This agent uses unnatural brake actuation, i.e. it only
uses emergency braking. Further, this video also highlights that in dense traffic, the
rule-based agent can get stuck due to conservative danger predictions. For more details
about the Autopilot and changes we made see Section 2.C.3. Finally, in il_agent.mp4
we demonstrate our best roach-supervised IL agent, showing that the agent can handle
complex traffic scenes but also highlighting failure cases. In detail:

• roach.mp4 is an uncut evaluation run recorded from Roach driving in Town03
(LeaderBoard-busy under dynamic weather). This video demonstrates the natural
driving style of Roach even in challenging situations such as US-style traffic lights,
unprotected left turns, roundabouts and stop signs.

• autopilot.mp4 is an uncut evaluation run recorded from Autopilot driving in
Town02 (NoCrash-dense, new town & new weather). This video demonstrates the
over-conservative behavior of the Autopilot while driving in dense traffic. This
often leads to red light infractions and blockage (both are present in the video).

• il_agent.mp4 is a highlight video recorded from our best roach-supervised IL agent
LK + LF(c). This video includes multiple challenging situations often encountered
during urban driving, such as EU and US-style junctions, unprotected left turns,
roundabouts and reacting to pedestrians walking into the street. Furthermore, we
highlight some of the failure modes of our camera-based IL agent, including not
coming to a full stop for stop signs, collisions at overcrowded intersections and
oscillation in the steering if the lane markings are not visible due to sun glare. We
believe that including memory in the IL agent policy can help in most of these
issues, due to a better understanding of the ego-motion (stop sign and oscillations)
and other agents’ motion (collisions).
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2.B.2 Code

To reproduce our results, we provide four python scripts:

• train_rl.py for training Roach.

• train_il.py for training DA-RB (CILRS + DAGGER).

• benchmark.py for benchmarking agents.

• data_collect.py for collecting on/off-policy data.

It is recommended to run our scripts through bash files contained in the folder run. All
configurations are in the folder config. Our repository is composed of two modules:

• carla_gym, a versatile OpenAI gym [189] environment for CARLA. It allows not only
RL training with synchronized rollouts, but also data collection and evaluation. The
environment is configurable in terms of weather, number of background pedestrians
and vehicles, benchmarks, terminal conditions, sensors, rewards for the ego-vehicle
and etc.

• agents, which includes our implementation of Autopilot (in agents/expert), Roach (in
agents/rl_birdview) and DA-RB (in agents/cilrs).

2.B.3 Rendering issues

As illustrated in Fig. 2.6, on CARLA 0.9.11 reflections from after-rain puddles are some-
times wrongly rendered as black pixels. When the black pixels are accumulated, for
example in the middle of Fig. 2.6a, they are often recognized as obstacles by the camera-
based agents. Since this kind of reflection only appears under the testing weather but
not under the training weather, generalizing to testing weather is exceptionally hard on
CARLA 0.9.11 for the camera-based end-to-end IL agents.

2.C Implementation Details

2.C.1 Roach

The network architecture of Roach can be found in Table 2.4 and the hyper-parameter
values are listed in Table 2.5.

BEV: Cyclists and pedestrians are rendered larger than their actual sizes, this allows us
to use a smaller image encoder with less parameters for Roach. Additionally, increasing
the size naturally adds some caution when dealing with these vulnerable road users.

Update: The policy network and the value network are updated together using one
Adam optimizer with an initial learning rate of 1e-5. The learning rate is scheduled based
on the empirical KL-divergence between the policy before and after the update. If the
KL-divergence is too large after an update epoch, the update phase will be interrupted



2.c implementation details 27

(a) Reflections from after-rain puddles in front of the ego-vehicle are incorrectly rendered as black pixels.

(b) Reflections are correctly rendered if the puddle is not directly in front of the ego-vehicle.

Figure 2.6: Rendering issue of CARLA 0.9.11 running on Ubuntu with OpenGL.

and a new rollout phase will start. Furthermore, a patience counter will be increased by
one and the learning rate will be reduced once the patience counter reaches a threshold.

Rollout: Before each update phase a fixed-size buffer will be filled with trajectories
collected on six CARLA servers, each corresponds to one of the six LeaderBoard maps
(Town1-6).

Terminal Condition: An episode is terminated if and only if one of the following event
happens.

• Run red light: examination code taken from the public repository of LeaderBoard.
Terminal reward: −1− s.

• Run stop sign: examination code taken from the public repository of LeaderBoard.
Terminal reward: −1− s.

• Collision registered by CARLA: based on the physics engine. Any collision with
intensity larger than 0 is considered. Terminal reward: −1− s.

• Collision detected by bounding box overlapping in the BEV. Terminal reward:
−1− s.

• Route deviation: triggered if the lateral distance to the lane centerline of the desired
route is larger than 3.5 meters. Terminal reward: −1.

• Blocked: speed of the ego-vehicle is slower than 0.1 m/s for more than 90 consecu-
tive seconds. Terminal reward: −1.

with s is the ego-vehicle’s speed. The terminal reward is the reward given to the very last
observation/action pair before the termination. For non-terminal samples, the terminal
reward is 0.
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Reward Shaping: The reward is the sum of the following components.

• r_speed: equals to 1.0− |s− sdesired|/smax, where s is the measured speed of the
ego-vehicle, smax is the maximum speed and sdesired is the desired speed. We use
a constant maximum speed smax = 6 m/s. The desired speed is a variable and is
explained below.

• r_position: equals to −0.5∆p, where ∆p is the lateral distance (in meters) between
the ego-vehicle’s center and the center line of the desired route.

• r_rotation: equals to −∆r, where ∆r is the absolute value of the angular difference
(in radians) between the ego-vehicle’s heading and the heading of the center line of
the desired route.

• r_action: equals to −0.1 if the current steering differs more than 0.01 from the
steering applied in the previous step.

• r_terminal: the aforementioned terminal reward.

The desired speed, as proposed in [62], depends on rule-based obstacle detections. If
there’s no obstacle detected, the desired speed equals to the maximum speed. If an
obstacle is detected, based on the distance to the obstacle the desired speed is linearly
decreased to 0. As obstacle detector we use the hazard detection of Autopilot (cf. Section
2.C.3). As a dense and informative reward, r_speed helps substantially to train our Roach
and the camera-based end-to-end RL agent [62]. However, using rule-based obstacle
detections inevitable introduces bias, the trained RL agent can be over-aggressive or
over-conservative depending on the false positive and false negative rate of the detector.
For example, during multi-lane freeway driving, our Roach decelerates for vehicles on
the neighboring lanes because those vehicles are detected as obstacles during training.
Another example, Roach tends to collide after a right turn, this is related to the sector
shaped (around 40 degrees) detection area used by the obstacle detection; vehicles and
pedestrians on the right are not covered in the detection area. To further improve the
performance of Roach, this r_speed should be modified, either using a better obstacle
detector, or completely remove the rule-based obstacle detection, and build a less artificial
reward based on simulation states.

Mode of Beta Distribution: We take the distribution mode as a deterministic output.
The mode of the Beta distribution B(α, β) is defined as

M =



α−1
α+β−2 if α > 1, β > 1

0 if α ≤ 1, β > 1

1 if α > 1, β ≤ 1

bimodal {0, 1} if α < 1, β < 1

any value in [0, 1] if α = 1, β = 1

For a natural driving behavior, we use the mean α
α+β as the deterministic output when

the mode is not uniquely defined, i.e. when α < 1, β < 1 or α = 1, β = 1.
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Layer Type Filters Size Strides Activation

Image Encoder

Conv2d 8 5x5 2 ReLU

Conv2d 16 5x5 2 ReLU

Conv2d 32 5x5 2 ReLU

Conv2d 64 3x3 2 ReLU

Conv2d 128 3x3 2 ReLU

Conv2d 256 3x3 1 -

Flatten

Measurement Encoder

Dense 256 ReLU

Dense 256 ReLU

FC Layers after Concatenation

Dense 512 ReLU

Dense 256 ReLU

Action Head

Dense (shared) 256 ReLU

Dense (shared) 256 ReLU

Dense (for α) 2 Softplus

Dense (for β) 2 Softplus

Value Head

Dense 256 ReLU

Dense 256 ReLU

Dense 1 -

Table 2.4: The network architecture used for Roach. Around 1.53M trainable parameters.
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Notation Description Value

BEV Representation

W Width 192 px

H Height 192 px

C Number of channels 15

K Size of the temporal sequence 4

Timestamps of images in the temporal sequence {-1.5, -1, -0.5, 0} sec

D Distance from the ego-vehicle to the bottom 40 px

Pixels per meter 5 px/m

Minimum width/height of rendered bounding boxes 8 px

Scale factor for bounding box size of pedestrians 2

Rollout

Buffer size for six environments 12288 frames

Value bootstrap for the last non-terminal sample True

Synchronized True

Reset at the beginning of a new phase False

Weather dynamic

Range of vehicle/pedestrian number in Town 1 [0, 150]/[0, 300]

Range of vehicle/pedestrian number in Town 2 [0, 100]/[0, 200]

Range of vehicle/pedestrian number in Town 3 [0, 120]/[0, 120]

Range of vehicle/pedestrian number in Town 4 [0, 160]/[0, 160]

Range of vehicle/pedestrian number in Town 5 [0, 160]/[0, 160]

Range of vehicle/pedestrian number in Town 6 [0, 160]/[0, 160]

Update

Number of epochs 20

λent Weight for the entropy loss 0.01

λexp Weight for the exploration loss 0.05

Weight for value loss 0.5

γ for GAE 0.99

λ for GAE 0.9

Clipping range for PPO-clip 0.2

Max norm for gradient clipping 0.5

Batch size 256

Initial learning rate 1e-5
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KL-divergence threshold for learning rate schedule 0.15

Patience for learning rate schedule 8

Factor for learning rate schedule 0.5

Table 2.5: The hyper-parameter values used for Roach.

2.C.2 IL Agent Supervised by Roach

The network architecture of our IL agent is found in Table 2.6 and the hyper-parameter
values are listed in Table 2.7.

Network Architecture: We use six branches: turning left, turning right and going straight
at the junction, following lane, changing to the left lane and changing to the right lane.

Off-policy Data Collection: Following CILRS [31], triangular perturbations on actions
are applied while collecting the off-policy expert dataset to alleviate the covariate shift.
The off-policy dataset for NoCrash includes 80 episodes and for LeaderBoard it includes
160 episodes. Each episode is at most 300 seconds and at least 30 seconds long. The
episode will be terminated if the expert violates any traffic rules, including red light
infractions, stop sign infractions and collisions. In such a case, we remove the last 30
seconds of that episode so as to ensure that the off-policy dataset includes only correct
demonstrations. Data is not collected using the given training routes but from randomly
spawned start and target locations.

On-policy Data Collection: We follow DA-RB [32] for DAGGER with critical state
sampling and replay buffer. New DAGGER-data will replace the old data in the replay
buffer, while the buffer size is fixed. The same number of frames are contained in the
replay buffer as in the off-policy dataset. At each DAGGER iteration, around 15-25% of the
replay buffer is filled with new DAGGER-data, whereas at least 20% of the replay buffer
is filled with off-policy data. Identical to the off-policy data collection, we use randomly
spawned start and target locations while collecting DAGGER datasets. Following DA-RB,
we did not use a mixed agent/expert policy to collect DAGGER datasets. However, our
code allows this kind of rollout for DAGGER.

Training Details: Since we take the ResNet-34 pre-trained on ImageNet, the input image
is normalized as suggested. In case the IL agent uses a distributional action head and/or
a value head, the corresponding weights will be loaded from the Roach model at the first
training iteration (the behavior cloning iteration). At each DAGGER iteration, the training
continuous from the last epoch of the previous DAGGER iteration. We apply image
augmentations using code modified from CILRS. The image augmentation methods are
applied in random order and include Gaussian blur, additive Gaussian noise, coarse
and block-wise dropouts, additive and multiplicative noise to each channel, randomized
contrast and grayscale. All models are trained for 25 epochs using the ADAM optimizer
with an initial learning rate of 2e-4. The learning rate is halved if the validation loss has
not decreased for more than 5 epochs.
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Layer Type Filters Activation Dropout

Image Encoder

ResNet-34

Measurement Encoder

Dense 128 ReLU

Dense 128 ReLU

FC Layers after concatenation

Dense 512 ReLU

Dense 512 ReLU

Dense 256 ReLU

Speed Head

Dense 256 ReLU

Dense 256 ReLU 0.5

Dense 1

Value Head

Dense 256 ReLU

Dense 256 ReLU 0.5

Dense 1

Deterministic Action Head

Dense 256 ReLU

Dense 256 ReLU 0.5

Dense 2

Distributional Action Head

Dense (shared) 256 ReLU

Dense (shared) 256 ReLU 0.5

Dense (for α) 2 Softplus

Dense (for β) 2 Softplus

Table 2.6: The network architecture used for our IL agent. Around 23.4M trainable parameters.
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Description Value

Inputs

Camera type RGB

Camera image width 900 px

Camera image height 256 px

Camera [x, y, z] relative to the ego-veh. [−1.5, 0, 2]

Camera [roll, pitch, yaw] relative to the ego-veh. [0, 0, 0]

Camera horizontal FOV 100◦

Mean for image normalization [0.485, 0.456, 0.406]

Standard deviation for image normalization [0.229, 0.224, 0.225]

Speed measurement Forward speed in m/s

Normalization factor for speed 12

Data Collection

Episode length 300 sec

Triangular perturbation for off-policy data 20%

# episodes (NoCrash, off-policy) 80

# episodes (LB, off-policy) 160

# episodes (NoCrash, on-policy, Autopilot) 80

# episodes (LB, on-policy, Autopilot) 160

# episodes (NoCrash, on-policy, Roach) 40

# episodes (LB, on-policy, Roach) 80

DA-RB critical state sampling criterion difference in acceleration

DA-RB critical state sampling threshold 0.2

Weather Same as NoCrash train weathers

Range of veh./ped. number in NoCrash train town 1 [0, 150]/[0, 200]

Range of veh./ped. number in LB train town 1 [80, 160]/[80, 160]

Range of veh./ped. number in LB train town 3 [40, 100]/[40, 100]

Range of veh./ped. number in LB train town 4 [100, 200]/[40, 120]

Range of veh./ped. number in LB train town 6 [80, 160]/[40, 120]

Training

Number of epochs at each DAGGER iteration 25

λS, weight for the speed regularization 0.05

λV, weight for the value loss, if applied 0.05

λF, weight for the feature loss, if applied 0.001
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Batch size 48

Initial learning rate (LR) 0.0002

Patience for reduce-on-plateau LR schedule 5

Factor for LR schedule 0.5

Pre-trained distributional action head True

Pre-trained value head True

Image augmentation True

Table 2.7: The hyper-parameter values used for our IL agent.

2.C.3 Autopilot

The CARLA Autopilot (also called roaming agent) is a simple but effective automated
expert based on hand-crafted rules and ground-truth simulation states. The Autopilot
is composed of two PID controllers for trajectory tracking and hazard detectors for
emergency brake. Hazards include

• pedestrians/vehicles detected ahead,

• red lights/stop sings detected ahead,

• negative ego-vehicle speed, for handling slopes.

Locations and states of pedestrians, vehicles, red lights and stop signs are provided as
ground-truth by the CARLA API. If any hazard appears in a trigger area ahead of the
ego-vehicle, Autopilot will make an emergency brake with throttle = 0, steering = 0,
brake = 1. If no hazard is detected, the ego-vehicle will follow the desired path using two
PID controllers, one for speed and one for steering control. The PID controller takes as
input the location, rotation and speed of the ego-vehicle and the desired route specified
as dense (1 meter interval) waypoints. The speed PID yields throttle ∈ [0, 1] and the
steering PID yields steering ∈ [−1, 1]. We tuned the parameters for PID controllers and
hazard detectors manually, such that the Autopilot is a strong baseline. The target speed
is 6 m/s.

2.D Benchmarks

Scope: The scope of the NoCrash and the offline LeaderBoard benchmark are illustrated
in Table 2.8. The offline LeaderBoard benchmark considers more traffic scenarios and
longer routes in six different maps.

Weather: Following the NoCrash benchmark, we use ClearNoon, WetNoon, HardRainNoon
and ClearSunset as the training weather types, whereas new weather types are SoftRain-
Sunset and WetSunset. To save computational resources, only two out of the four training
weather types are evaluated, they are WetNoon and ClearSunset.
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Map # Routes Total Km # Traffic lights # Stop signs

NoCrash Train

Town01 25 17.4 110 0

NoCrash Test

Town02 25 8.9 94 0

LeaderBoard Train

Town01 10 7.9 47 0

Town03 20 30.7 140 63

Town04 10 24.1 72 13

Town06 10 19.5 58 1

LeaderBoard Test

Town02 6 5.5 54 0

Town04 10 24.1 72 13

Town05 10 12.4 82 29

Table 2.8: Scope of the NoCrash benchmark and the offline LeaderBoard benchmark. Total
kilometers, number of traffic lights and stop signs are measured using Roach.
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Map # Vehicles # Pedestrians

NoCrash dense

Town01 100 250

Town02 70 150

NoCrash busy

Town01 120 120

Town02 70 70

LeaderBoard busy

Town01 120 120

Town02 70 70

Town03 70 70

Town04 150 80

Town05 120 120

Town06 120 80

Table 2.9: Background traffic settings for different benchmarks.

Background Traffic: The number of vehicles and pedestrians spawned in each map
of different benchmarks are listed in Table 2.9. Vehicles and pedestrians are spawned
randomly from the complete blueprint library of CARLA 0.9.11. This stands in contrast
to several previous works where for example two-wheeled vehicles are disabled.

Pros and cons of the online and the offline Leaderboard:

Online Leaderboard:
(+) All methods are evaluated under exactly the same condition.
(+) No need to re-evaluate other methods.
(−) No restriction on how the method is trained and how the training data is collected.

Offline Leaderboard:
(+) Strictly prescribes both the training and testing environment.
(+) Full control and observation over the benchmark.
(−) You will have to re-evaluate other methods, if any setup of the benchmark has
changed, for example CARLA version and etc.

One can use the offline Leaderboard if a thorough study on the generalization ability of
the method is desired.
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Figure 2.7: Feature loss w.r.t. Roach on one of the NoCrash-dense route. The y-axis of both charts
have different scale.

2.E Additional Experimental Results

To verify IL agents trained using the feature loss indeed embed camera images to the
latent space of Roach, we report the feature loss at test time in Fig. 2.7. In the first row of
Fig. 2.7, the IL agent trained without feature loss, LK, learns a latent space independent
of the one of Roach. Hence, the test feature loss is effectively noise that is invariant to the
test condition. In the second row, LK + LF(c) is trained with the feature loss. The test
feature loss of this agent is much smaller (less than 1) and increases as expected during
the generalization tests.

To complete Fig. 5 of the main paper, driving scores of experts and IL agents at each
DAGGER iterations are in Fig. 2.8 (NoCrash-busy) and Fig. 2.9 (LeaderBoard-busy).



38 2 roach

iter 0 iter 1 iter 2 iter 3 iter 4 iter 5
0.4

0.5

0.6

0.7

0.8

0.9

1.0

Dr
iv

in
g 

Sc
or

e

NoCrash busy: Train Town & Train Weather

iter 0 iter 1 iter 2 iter 3 iter 4 iter 5
0.4

0.5

0.6

0.7

0.8

0.9

1.0
NoCrash busy: Train Town & New Weather

iter 0 iter 1 iter 2 iter 3 iter 4 iter 5
0.2

0.4

0.6

0.8

1.0

Dr
iv

in
g 

Sc
or

e

NoCrash busy: New Town & Train Weather

iter 0 iter 1 iter 2 iter 3 iter 4 iter 5
0.2

0.4

0.6

0.8

1.0
NoCrash busy: New Town & New Weather

Autopilot Roach A(AP) A K K + V K + F K + V + F K + F(c) K + V + F(c)

(a) Driving Score

iter 0 iter 1 iter 2 iter 3 iter 4 iter 5
0.0

0.2

0.4

0.6

0.8

1.0

Su
cc

es
s R

at
e

NoCrash busy: Train Town & Train Weather

iter 0 iter 1 iter 2 iter 3 iter 4 iter 5
0.0

0.2

0.4

0.6

0.8

1.0
NoCrash busy: Train Town & New Weather

iter 0 iter 1 iter 2 iter 3 iter 4 iter 5
0.0

0.2

0.4

0.6

0.8

1.0

Su
cc

es
s R

at
e

NoCrash busy: New Town & Train Weather

iter 0 iter 1 iter 2 iter 3 iter 4 iter 5
0.0

0.2

0.4

0.6

0.8

1.0
NoCrash busy: New Town & New Weather

Autopilot Roach A(AP) A K K + V K + F K + V + F K + F(c) K + V + F(c)

(b) Success Rate

Figure 2.8: Driving performance of experts and IL agents on the NoCrash-busy benchmark. All
IL agents (dashed lines) are supervised by Roach except for LA(AP), which is supervised by the
CARLA Autopilot. For IL agents at the 5th iteration and all experts, results are reported as the
mean over 3 evaluation seeds. Others agents are evaluated only once.
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Figure 2.9: Driving performance of experts and IL agents on the offline LeaderBoard-busy
benchmark. All IL agents (dashed lines) are supervised by Roach except for LA(AP), which is
supervised by the CARLA Autopilot. For all experts, results are reported as the mean over 3
evaluation seeds. Results of IL agents are evaluated only once.





3
A Multiplicative Value Function for Safe
and Efficient Reinforcement Learning

An emerging field of sequential decision problems is safe Reinforcement Learning (RL),
where the objective is to maximize the reward while obeying safety constraints. Being
able to handle constraints is essential for deploying RL agents in real-world environments,
where constraint violations can harm the agent and the environment. To this end,
we propose a safe model-free RL algorithm with a novel multiplicative value function
consisting of a safety critic and a reward critic. The safety critic predicts the probability
of constraint violation and discounts the reward critic that only estimates constraint-free
returns. By splitting responsibilities, we facilitate the learning task leading to increased
sample efficiency. We integrate our approach into two popular RL algorithms, Proximal
Policy Optimization and Soft Actor-Critic, and evaluate our method in four safety-focused
environments, including classical RL benchmarks augmented with safety constraints and
robot navigation tasks with images and raw Lidar scans as observations. Finally, we make
the zero-shot sim-to-real transfer where a differential drive robot has to navigate through a
cluttered room. Our code can be found at https://github.com/nikeke19/Safe-Mult-RL.

3.1 Introduction

Reinforcement Learning (RL) has made significant progress in recent years. Breakthroughs
have been achieved on playing Atari [51] and board games like Go [52], as well as multi-
agent RL on Starcraft [53] and Dota [54]. While some works like Miki et al. [190] deploy
RL agents on real-world systems, most of the research is still conducted in simulation [35,
191]. On the one hand, the sim-to-real transfer requires high-fidelity simulators and
robust models. On the other hand, there is the safety aspect. In simulation, the agent
can perform any action without real consequences. However, when robots are deployed
in reality, not every action is admissible. This can be due to damage to the agent, e.g.,
when a robot crashes into an obstacle, or damage to the environment, e.g., when the
obstacle is a human. Thus, it is necessary to consider safety by design. We can formulate
safety requirements using Constrained Markov Decision Process (CMDP) [192], where in

This chapter was published as a conference article: Nick Bührer, Zhejun Zhang, Alexander Liniger, Fisher Yu, Luc Van
Gool, “A Multiplicative Value Function for Safe and Efficient Reinforcement Learning”, International Conference on
Intelligent Robots and Systems (IROS), 2023, doi: 10.1109/IROS55552.2023.10342288
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Figure 3.1: Linear Quadratic Regulator policy evaluation of a point robot navigating towards
the goal in the middle while avoiding the gray obstacles. The ground truth return shows sharp
discontinuities that are better replicated by the multiplicative value function. We use a deterministic
policy and obtain the ground truth return by running Monte Carlo rollouts on a fine grid.

addition to maximizing the reward, the RL agent has to fulfill constraints on the expected
accumulated safety cost.

Usually, the expected safety cost is estimated with a value function, called the safety
critic. With a particular choice of safety cost, the cumulative cost constraint can be
transformed into a chance constraint and be relaxed with a Lagrange multiplier. In
contrast to previous works [68, 69, 70, 72], we additionally propose a novel multiplicative
value function where the safety critic explicitly addresses constraints and discounts a
reward critic that only estimates constraint-free returns. The multiplicative value function
has several advantages. A standard RL algorithm can learn safe behavior by specifying a
penalty for constraint-violating actions. However, the performance can be sensitive to the
magnitude of the penalty [76]. In contrast, we do not need to specify the magnitude: the
reward critic neglects constraint violating returns, and the safety critic learns a binary
decision. Moreover, penalties are often large in magnitude to discourage standard RL
agents from constraint violating actions. As a result, there can be sharp discontinuities in
the value landscape as shown in Fig. 3.1, which makes it difficult for a regular neural
network to learn the value function. In our approach, the reward critic does not have
to learn these discontinuities. Instead, the responsibility is shifted to the safety critic
that estimates the probability of constraint violation. This makes the model optimization
better behaved and leads to faster convergence with increased stability.

We combine our approach with two popular algorithms: Proximal Policy Optimization
(PPO) [172] and Soft Actor-Critic (SAC) [58], but in general, it can be combined with any
on-policy or off-policy method that relies on a value or advantage function. To evaluate
the effectiveness of our approach, we construct four safety-critical environments ranging
from low to high dimensional observations based on images and Lidar scans. Finally, we
deploy our algorithm on a real robot and perform map-less navigation.

Our contributions are summarized as follows:

• We introduce a novel multiplicative value function, that combines a regular value
function and a safety critic in a multiplicative fashion. We integrate this multiplica-
tive value function into PPO and SAC.

• We test our methods on a suit of safety-critical environments and show that our
methods outperform competing safe RL methods.
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• We conduct experiments on a real-world robot navigation task in a cluttered
environment and show zero-shot sim-to-real transfer.

3.2 Related Work

An overview of the recent advances in safe RL can be found in the latest surveys [89, 90].
In this section, we will focus on the prior works most related to our approach.

Primal-dual approaches, i.e., Lagrangian-based approaches, convert the CMDP into an
unconstrained problem by relaxing the safety constraint with a Lagrange multiplier. This
is the most straightforward way to solve a CMDP and is also the most related to our work.
A Lagrange multiplier with heuristic update rules was first proposed in [72]. More recent
works established theoretical groundwork by proving convergence guarantees [68, 74]
and zero duality gap [75]. Practically, the Lagrangian approach has been integrated with
PPO/TRPO [193] and SAC [73, 194]. Our PPO implementation is similar to [193] except
that our multiplicative value function adds a secondary mechanism that improves the
learning stability. For our SAC integration, the gradient of the multiplicative value func-
tion already naturally results in something similar to a Lagrange multiplier. Commonly,
the safety constraint is formulated as a constraint budget over the expected safety cost,
e.g., [68, 69, 70, 193, 194, 195]. However, only considering the expected safety at each time
step can cause the realized cost to exceed the constraint budget [73]. To provide better
constraint satisfaction, worst-case analysis can be performed with the conditional value
at risk [68, 73]. We tackle this issue by using reachability analysis and imposing zero
constraint violation probability in our experiments. Another line of research improves
the stability of the learning process by using derivatives and integrals of the constraint
function yielding a PID approach [70, 195]. Similarly, our multiplicative value function
improves stability by simplifying the learning task. Lastly, there are works that ensure
state-wise safety with a learned Lagrange multiplier [194] and introduce safety transfer
learning [69].

Primal approaches solve the CMDP by computing a policy gradient that satisfies the
constraints. Prior works have achieved this in different ways, for example by searching the
feasible policy in the trust region [76], projecting the unconstrained policy [77], projecting
the optimum of the constrained non-parametric policy optimization [78], restricting
the policy via log-barrier functions [79], alternating between objective improvement
and constraint satisfaction [80] or deriving an equivalent unconstrained problem [196,
197]. Since the primal algorithms are harder to implement but not superior in terms of
performance, they are less popular than the primal-dual algorithms.

Lyapunov approaches address the CMDP by leveraging Lyapunov functions, which
are used in control theory to prove the stability of a dynamical system. In terms of
model-based RL, the Lyapunov function can be used to guarantee that an agent can be
brought back to a region of attraction [81]. More recently, this approach has been applied
to model-free RL [82] and extended in [83] by an exploratory policy that maximizes its
knowledge about safety. In [84], the policy optimization is constrained on the Lyapunov
decrease condition, which is then relaxed with a Lagrange multiplier.
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Intervention approaches use backup policies to ensure safe actions. Wagener et al. [85]
defines an intervention rule based on the safety advantage between the action proposed
by the backup policy and the RL agent. Another possibility is to construct a safe set
using model-based or learning-based approaches, or a combination of both. Examples
are control barrier functions [86, 87], reachability methods [88, 198] or predictive safe set
algorithms [199, 200, 201].

3.3 Preliminaries

Lagrangian methods. Let us consider the optimization problem minx f (x), st. g(x) ≤ c,
using Lagrangian primal-dual methods this problem can be cast to an unconstrained
problem

(x∗, λ∗) = min
x

max
λ≥0

f (x) + λ(g(x)− c) ,

where λ denotes the dual variable or Lagrange multiplier [202].

CMDP formulation. The interaction between the agent and the environment can be
modeled with a Markov Decision Process (MDP). The MDP is defined by the Tuple
(S ,A, r, P, s0). Here S and A denote the state and action space respectively, the transition
probability is P(·|s, a) and the reward is r(s, a). Finally, s0 ∈ S is the initial state. For
simplicity, we consider deterministic rewards and initial states, but our results can be
easily generalized to random initial state distributions and rewards. Extending an MDP
with constraints yields a CMDP which is described by the tuple (S ,A, r, P, s0, rc, cmax).
Here, rc is a safety cost and cmax ∈ R≥0 is an upper bound on the expected cumulative
safety cost. This yields the safety constraint Eπ

[
∑∞

t=0 γt
crc(st)

∣∣s0
]
≤ cmax. The objective

of the CMDP is to find an optimal policy π∗ according to

max
π∈∆

Eπ

[
∞

∑
t=0

γtr(st, at)

∣∣∣∣∣s0

]
, s.t. Eπ

[
∞

∑
t=0

γt
crc(st)

∣∣∣∣∣s0

]
≤ cmax . (3.1)

If the feasibility set induced by the safety constraint in Eq. 3.1 is non-empty, then there
exists an optimal policy π∗ in the class of stationary Markovian policies ∆ [192].

Reachability. To make the safety constraint in Eq. 3.1 more tangible, we specify the
(un)safety as P(∃k : sk ∈ C|s0 = st), i.e., the probability of visiting states in the constraint
set C ⊆ S . We consider constraint violations as catastrophic, thus states s ∈ C are terminal
states. Coming back to the CMDP, the reachability problem can be cast to a value function
by setting rc(st) = 1C (st),

P(∃k : sk ∈ C|s0 = st) := Φπ(st) = Eπ

[
∞

∑
k=0

γk
c1C (sk)

∣∣∣∣∣s0 = st

]
, (3.2)

where 1C is the indicator function of the constraint set C.

For the proof, we closely follow [72]. First, we note that the sum Rc := ∑∞
k=0 γk

c rc(sk) is
finite and at most 1, namely when a constraint violation occurs and we reach a terminal
state. Thus, when setting γc = 1, it holds that Rc = 1 if ∃t : st ∈ C else 0. We note
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that Rc is a Bernoulli Random variable and define P(Rc = 1) := q. From the Bernoulli
distribution we know that E[Rc] = q = Φπ(st).

Practically, a lower discount factor can increase the learning stability when used in an RL
setup [72]. Furthermore, we denote Φπ(st) as the safety critic and similar to Eq. 3.2, we
define the action value safety critic as Ψπ(st, at).

3.4 Methods

Environment structure. We assume the following bounded reward structure of the
environment

r(st, at) =

 rconstraint if st ∈ C

rconstraint_free(st, at) else
, (3.3)

with rconstraint ≪ mins,a rconstraint_free(s, a) and the constraint set C being a terminal state.
The low reward for violating the constraint discourages standard RL agents from ex-
ecuting constraint violating actions. However, as shown in Fig. 3.1, the difference of
magnitude between rconstraint and rconstraint_free can cause discontinuities in the value
landscape that are difficult to learn.

Multiplicative value function. The motivation behind our multiplicative value function
is to facilitate the learning by splitting responsibilities. The safety critic Φπ(st) explicitly
handles constraints, whereas the reward critic V̄π(st) only estimates constraint-free
returns. As argued in Sec. 3.1, it is neither favorable to specify a magnitude for rconstraint
nor to learn rconstraint with the reward critic V̄π(st). Instead, we propose to clip the reward
in Eq. 3.3, and learn the reward critic with this constrain neglecting reward,

r̄(st, at) =

 mins,a rconstraint_free(s, a) if st ∈ C

rconstraint_free(st, at) else
,

V̄π(st) = Eπ

[
∞

∑
k=0

γk r̄(sk , ak)

∣∣∣∣∣s0 = st

]
.

By taking the minimum in case of a constraint violation, we lightly discourage the policy
from constraint violating actions. This can be especially useful when approximation
errors cause the safety critic to be overly optimistic. Finally, the multiplicative value
function Vπ

mult(st) is obtained by discounting the reward critic with the probability of
constrained satisfaction:

Vπ
mult(st) := (V̄π(st)− v̄min) · (1−Φπ(st)) + v̄min ,

where v̄min := mins V̄π(s) is the lower bound on the reward critic, such that
(V̄π(st)− v̄min) ≥ 0. Practically, we set v̄min to the minimum encountered V̄π value dur-
ing training. The multiplicative combination of the two critics allows a hyperparameter-
free fusion, where a constraint violating state is associated with the value of v̄min and



46 3 multiplicative value function

for save states, the value is V̄π(st). Similarly, we define Qπ
mult(st, at) with q̄min as the

multiplicative action value function:

Qπ
mult(st, at) := [Q̄π(st, at)− q̄min] · (1−Ψπ(st, at)) + q̄min . (3.4)

Note that the offset terms v̄min and q̄min could be avoided by assuming positive rewards.
Nevertheless, introducing this term allows our formulation to handle arbitrary reward
functions.

Multiplicative advantage. We also want to consider advantage-based policy gradient
methods. The advantage Aπ(st, at) is defined as,

Aπ = Qπ −Vπ = [r(st, at) + γVπ(st+1)]−Vπ(st) . (3.5)

From this, we derive three versions of the multiplicative advantage Aπ
mult:

V1: [r̄t + γVπ
mult(st+1)]−Vπ

mult(st)

V2: Qπ
mult(st, at)−Vπ

mult(st) (3.6)

V3: [Q̄π(st, at)− q̄min] [1− (rc,t + γcΦπ(st+1))] + q̄min −Vπ
mult(st)

In V1 and V2, we consider Eq. 3.5 and replace all value functions with their multiplicative
counterparts. Finally, V3 is similar to V2, but in Eq. 3.4 we use temporal difference
bootstrapping for the safety critic.

Integration into SAC. We integrate the multiplicative value function Qπ
mult into the actor

objective of SAC by replacing Qπ with Qπ
mult,

max
θ

Eaθ∼πθ
[Qπθ

mult(s, aθ)− α log πθ(aθ |s)] . (3.7)

We call this version SAC Mult. For a compact notation, we drop the dependency on
(s, aθ , π) in the following. To get a better intuition about Eq. 3.7, we investigate the
gradient of the SAC Mult objective

∇θ Qmult = (1−Ψ) · ∇θ Q̄− (Q̄− q̄min) · ∇θΨ,

which has two terms. The first term is the gradient of the Q̄-function discounted by
the probability of constraint satisfaction. The second term is the gradient of the safety
critic ∇θΨ discounted by (Q̄− q̄min), which can be understood as q-weighted multiplier.
The disadvantage of this formulation is that in states where Q̄ is high, the q-weighted
multiplier becomes large and the gradient of the safety critic dominates the overall
gradient. This can yield overly conservative behaviors. To mitigate this issue, we
additionally propose two heuristics, SAC Mult Clipped

∇θ Qmult ≈ (1−Ψ) · ∇θ Q̄−min (Q̄− q̄min, λmax) · ∇θΨ

and SAC Mult Lagrange

∇θ Qmult ≈ (1−Ψ) · ∇θ Q̄− λ · ∇θΨ .

In Mult Clipped, we limit the magnitude of the multiplier with λmax which is a hyperpa-
rameter. In Mult Lagrange, we replace the q-weighted multiplier with a Lagrange multi-
plier that is optimized using primal-dual optimization. Under mild assumptions, this is
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guaranteed to converge to a local optimum of the CMDP [68]. The Mult Lagrange objective
is maxθ minλ≥0 Eaθ∼πθ

[(1− Ψ(s, aθ)).detach() · Q̄(s, aθ)− α log πθ(aθ |s)− λ · (Ψ(s, aθ)−
cmax)] , where .detach() denotes the operation of detaching the variable from the compu-
tational graph. For the exact implementation, we refer to our code.

Integration into PPO. Given the three versions of the multiplicative advantage Aπ
mult

in Eq. 3.6, we can integrate them into the actor objective of PPO and extend it with a
Lagrange multiplier

max
θ

min
λ≥0

Es,a∼πθk
[min

{
πθ(a|s)
πθk (a|s) A

πθk
mult, g(ϵ, A

πθk
mult)

}
− λ ·Eaθ∼πθ

[Ψπ(s, aθ)− cmax]],

with g(ϵ, A) = (1 + ϵ)A · 1A≥0 + (1− ϵ)A · 1A<0. For the optimization of the Lagrange
multiplier, we again proceed as in [68] to guarantee convergence to a locally optimal
policy.

3.5 Experimental Results

We evaluate our methods in four environments: Lunar Lander Safe, Car Racing Safe, Point
Robot Navigation, and Gazebo Gym. The first two are derived from OpenAI’s gym [203]
and extended with safety constraints. For Lunar Lander Safe, we impose the constraint
that the agent can only land within the landing zone. In Car Racing Safe, we test how
our algorithm deals with both hard and soft constraints. We set the hard constraint that
the agent is not allowed to leave the track. For the soft constraint, we encourage the
agent to drive below 50 km/h. If the soft constraint is violated, the agent gets a small
negative reward, but the episode still continues. The agent observes the environment via
an agent centered bird’s-eye-view image and a vector containing information about the
steering angle, yawing rate, and velocity. The last two environments focus on robotic
navigation of ground robots. In Point Robot Navigation, the agent is a point robot that
has to navigate towards the goal by choosing the 2D velocity while avoiding obstacles. At
each iteration, a new set of random obstacles is spawned and the agent starts at a random
position. The agent perceives its environment via a local occupancy grid and the vector
from the current position to the goal. The Gazebo Gym is similar but the agent is a Jackal
differential drive robot modeled in Gazebo [204] with speed and yaw rate as input and
the occupancy grid is replaced by a 1D-Lidar scan. Again, the task is to navigate to the
goal that lies in the middle of a cluttered room.

For the tuning, we use a sequential grid search on the learning rate, entropy coefficient,
the number of optimization steps and experiment with the Beta distribution for the policy.
For FOCOPS [78], we additionally tune lambda, the batch size and the KL divergence
target. Furthermore, we tune the KL target and the clip range for PPO and the training
frequency for SAC. After the baseline tuning, we keep the same hyperparameters for our
multiplicative versions and additionally tune the safety discount factor yc and the initial
value of the Lagrange multiplier λinit.
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(a) Value losses for PPO. Blue: Base, Orange: Lagrange, Green: Mult V1, Violet: Mult V2, Red: Mult V3.

(b) Value losses for SAC. Blue: Base, Orange: Lagrange, Green: Mult, Red: Mult Clipped, Violet: Mult Lagrange.

Figure 3.2: Qualitative Results

3.5.1 Results and Comparisons

With our experiments, we want to answer two questions: Firstly, can the integration of
the multiplicative value function facilitate the learning, leading to faster convergence
and improved stability? For this, we integrate our approach into the SAC and PPO and
compare against its Lagrangian counterpart. Secondly, we ask, can the integration of the
multiplicative value function into Lagrangian approaches yield comparable performance
to recent approaches, e.g., FOCOPS? All the results are shown in Table 3.1, where we
evaluate each model at an intermediate checkpoint and at the end of the training. Each
evaluation is over 10 seeds with 100 episodes.

Increased sample efficiency. One of the main motivations for the multiplicative value
function is to simplify the learning task. This is supported by Fig. 3.2, where we
observe a lower mean value loss and reduced variance across environments for both
SAC and PPO. Having a simpler learning task allows our multiplicative versions to
achieve significantly fewer constraint violations and higher rewards at the first evaluation
checkpoint, indicating greater sampling efficiency. At the final evaluation checkpoint,
our method achieves similar constraint satisfaction as the Lagrangian baseline. This is
expected since both are Lagrangian methods and with enough training samples and
model capacity, the regular value function can properly learn the value landscape.
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Constraint satisfaction. In simpler environments, like Lunar Lander and Point Robot
Navigation, our approach nearly achieves the target of zero constraint violations with
PPO and SAC. In Car Racing Safe, the Lagrangian baseline and PPO V1 achieve 91%
constraint satisfaction. The imperfect performance could be caused by the challenging
environment setup where minor driving errors can result in a crash. Due to the long
run-time, we stopped the Gazebo Gym experiments in Table 3.1 before convergence.
In fact, SAC Mult Lagrange trained for 2 days as done for the sim-to-real transfer in
Sec. 3.5.2 achieves a constraint satisfaction of 100%.

PPO vs. SAC. Overall, we achieve better constraint satisfaction with SAC agents in the
navigation tasks Point Robot Navigation and Gazebo Gym. The only caveat is that we
were not able to successfully train any SAC (nor FOCOPS) algorithm on Car Racing
Safe because the agents never “make" the first corner. Overall for PPO, we observe an
increased variance in the training reward if the maximum allowed KL divergence is
not explicitly tuned. The tuning is necessary because the multiplicative value function
together with the Lagrange multiplier yields more aggressive policy updates which can
cause instabilities.

Soft constraint satisfaction. In Car Racing Safe, we additionally imposed the soft
constraint to keep the velocity below 50 km/h. Even though PPO V1 and V2 achieve
similar constraint satisfaction to the Lagrangian baseline, the reward is higher. This is
because V1 and V2 violate the soft constraint with 20% and 12% respectively, whereas
the Lagrangian Baseline violates the constraint in 32% of the steps. We credit the
multiplicative value function for the improved soft-constraint satisfaction. By facilitating
the learning, the reward critic has more capacity to learn the fine details in the reward
structure, like the soft constraint on the velocity.

Increased stability. We observe better training stability across seeds with the multiplica-
tive value function. This is most prominent in Lunar Lander Safe, where we observe a
large variance in the Lagrangian baseline rewards. This is because the Lagrangian agent
only lands in 80% of the seeds reliably, both for SAC and PPO. In contrast, SAC Mult
Lagrange, Clipped and PPO Mult V2, V3 agents manage to land in all seeds, PPO Mult
V1 in 90% of the seeds. The poor performance of SAC Mult is not due to missing stability,
in fact, SAC Mult performs badly across seeds. The issue is caused by the potentially
large q-weighted multiplier, which makes the policy updates overly conservative leading
to high timeout rates without ever landing.
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Reward

↑
% Constraint

violations ↓
Reward

↑
% Constraint

violations ↓

Lunar Lander Safe

SAC 50k 150k

SAC base 90 ± 108 10 ± 16 181 ± 117 3 ± 6

Lagrange 111± 105 17± 13 184± 128 2± 3

Mult −35± 27 3 ± 5 −34± 22 3± 4

Mult Clipped 134 ± 94 14± 13 243± 49 8± 15

Mult Lagrange 125± 59 29± 15 251 ± 20 2 ± 2

PPO 50k 150k

PPO base −126± 158 77 ± 29 225 ± 100 10 ± 30

Lagrange −24± 146 54± 39 204± 116 12± 24

V1 101± 84 41± 19 205± 78 7± 16

V2 89± 122 44± 34 251± 28 5± 9

V3 144 ± 4 26 ± 22 264 ± 5 1 ± 2

FOCOPS −129± 21 64± 24 117± 80 30± 19

Point Robot Navigation

SAC 50k 100k

SAC base 22± 19 1 ± 1 38 ± 1 1 ± 1

Lagrange 29± 8 0 ± 0 38 ± 1 0 ± 0

Mult 34± 3 0 ± 0 38 ± 1 0 ± 0

Mult Clipped 33± 4 0 ± 0 38 ± 1 0 ± 0

Mult Lagrange 37 ± 2 0 ± 0 37± 2 0 ± 0

PPO 250k 500k

PPO base 15 ± 15 3 ± 3 31 ± 3 3 ± 2

Lagrange 15± 16 3 ± 3 24± 5 3± 2

V1 25± 5 3 ± 3 30 ± 4 2 ± 1

V2 11± 21 3 ± 3 17± 15 3± 1

V3 27 ± 5 5± 2 29± 3 3± 3

FOCOPS 17± 11 0 ± 0 33 ± 2 0 ± 0

Gazebo Gym
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SAC 100k 200k

SAC base 34 ± 6 7 ± 9 35 ± 5 6 ± 8

Lagrange 30± 7 11± 12 35± 6 5± 10

Mult 34± 11 5± 12 35± 6 3 ± 7

Mult Clipped 36 ± 5 3 ± 8 36 ± 5 3 ± 8

Mult Lagrange 36 ± 6 4 ± 9 36 ± 5 3 ± 8

PPO 250k 750k

PPO base 27± 6 18± 11 31 ± 5 12± 8

Lagrange 26± 5 19± 9 31± 6 12± 9

V1 30 ± 6 14 ± 9 31 ± 5 11 ± 8

FOCOPS 13± 12 19± 8 29± 5 15± 9

Car Racing Safe

PPO 500k 1000k

PPO base 43± 23 28± 25 89± 25 9± 15

Lagrange 43± 23 28± 25 89± 25 9± 15

V1 74 ± 19 17 ± 14 98± 13 9 ± 7

V2 65± 24 26± 15 100 ± 9 10± 6

V3 73± 21 25± 15 78± 17 22± 16

FOCOPS −2± 2 93± 2 −2± 2 93± 2

Table 3.1: SAC and PPO evaluation results. Overall, PPO Mult V1 delivers most consistently
good performance across environments. This might be because V1 is based on the Generalized
Advantage Estimation [184] which has shown to work particularly well for standard PPO. Among
the SAC derivatives, Mult Clipped and Mult Lagrange perform the most consistent. For SAC Mult,
the q-weighted safety multiplier yields overly conservative behavior in Lunar Lander, where the
agent rarely lands, but instead times out. Consequently the reward is low.

Qualitative results. In Fig. 3.3a, we show the qualitative results for Point Robot Naviga-
tion. Of most interest is the multiplicative value function, which can better represent the
obstacles highlighted by red boxes. Furthermore, the trajectories of SAC Mult Clipped
seem more directed towards the goal compared to the Lagrangian baseline. In Lunar
Lander Safe, we observe the Mult agents land faster than the Lagrangian agents by having
greater downward speeds high above the landing pad, while at lower altitudes, landing
as cautiously as the Lagrangians.

Theoretical guarantees vs. heuristics. Based on [68], we have theoretical safety guarantees
for all PPO Multiplicative versions as well as for SAC Mult Lagrange. The SAC Mult
and Clipped inhibit a q-weighted multiplier from the gradient of the multiplicative
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(a) Evaluation of SAC Mult Lagrange and the La-
grangian baseline after 100k steps on Point Robot
Navigation. The multiplicative value function better
represents obstacles.

(b) Trajectories of real-world experiment with a differen-
tial drive robot and SAC Mult Lagrange. Goal regions are
marked with numbers 1-7. Starting point is 0. Here, success
rate is 100%.

Figure 3.3: Qualitative results on robot navigation environments.

value function. However, this multiplier is not a Lagrangian multiplier, thus has no
theoretical guarantees. Practically, we observe that SAC Mult and Mult Clipped have
similar constraint satisfaction as SAC Mult Lagrange.

Comparison to FOCOPS. For Lunar Lander, the FOCOPS evaluation result at 150k steps
is significantly worse than for any PPO Mult algorithm. We suspect this is caused by
poor sample efficiency. Therefore, we train FOCOPS up to 300k steps where it obtains a
reward of 215± 65 and a constraint violation rate of 13± 18%. This is still worse than any
Mult algorithm at 150k steps and is due to two seeds showing high constraint violation
rates of 53% and 38%. In Point Robot Navigation, our algorithms converge faster but
finally, FOCOPS outperforms all PPO Mult agents and is only beaten by SAC. In Gazebo
Gym, FOCOPS performs worse than PPO in both evaluations, however, longer training
could yield more comparable performance. Finally, in Car Racing Safe the FOCOPS agent
never gets passed the first corner similar to SAC.

3.5.2 Real-World Experiments

Based on the good performance of SAC Mult Lagrange on Gazebo Gym, the question
arises of how the learned policy performs on a real Jackal robot? Can we tackle navigation,
one of the fundamental robotic problems, in a safe way while only given sparse Lidar
observations and a direction to the goal? To this end, we trained the policy for 4M steps in
simulation with action noise, a smaller goal region of 0.3m and noisy Lidar observations.
Furthermore, we included a cross-attention encoder for both the policy and value nets as
depicted in Fig 3.4. This attention mechanism allows the networks to focus on the latent
representation of certain Lidar rays, for example the rays that are pointing forward. Those
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Figure 3.4: Attention Encoder used for the real world experiments. Here xRobot is the vector from
current position to the goal and xLidar is the measurement from the 1D-Lidar.

changes helped the policy to achieve a 100% success rate with 0% constraint violations in
the simulation.

One of the main differences between simulation and reality is that the ground friction
in the real world is larger and the velocity controller behaves differently, i.e., given the
same velocity command, the robot moves faster in simulation. In reality, if the robot is
stationary and the velocity command is chosen too small, the robot can remain stationary
due to the increased friction and different behavior of the velocity controller. Another
real-world difficulty is the delay of 0.3s from the Lidar rays being recorded, send to the
off-board computer, and the policy commands being sent back and executed on the robot.
However, the fact that the real robot moves slower mitigates the time delay to an extent.

In the lab, we constructed a cluttered obstacle course and directly deployed the policy
trained in simulation on the robot. We defined seven goal regions and let the robot pass
them four times. One of the four runs is depicted in Fig. 3.3b. The robot drives with a
direct trajectory from start 0 to goals 1 and 2, where it needs to reverse its direction by
180 degrees to approach goal 3. Interestingly, the policy did not learn to turn on the spot
a differential drive robot would allow, but instead, the trajectories from goal 2-4 resemble
more a kinematic bicycle model. This unfortunately caused the robot to get stuck once
between goals 2-3, however, without violating a safety constraint. Overall, we report a
success rate of 96% with 100% constraint satisfaction meaning that no box was touched.

Encouraged by the demonstrated safety of our algorithm, we wanted to see if our
agent can generalize from static box obstacles as encountered in the simulation to moving
obstacles like humans in reality. For this, we arranged the goals in a circle and sequentially
let the robot pass them. In the first experiment, we suddenly put a box in front of the
agent as shown in Fig. 3.5 (a). The robot reacted in a safe manner and came to an
immediate stop. After a few seconds, we removed the box and the robot continued its
original trajectory. In the second experiment shown in Fig. 3.5 (b) we wanted to go a
step further and see how the robot deals with obstacle shapes it has never seen before,
i.e., human legs. Additionally, we wanted to know if the robot could naturally interact
with a human walking next to it. For this, we started behind the robot, and then walked
next to it at a certain safety distance, see Fig. 3.5 (b1). This did not visibly influence the
robot’s trajectory. When we overtook the robot, we positioned ourselves close to a box
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Figure 3.5: (a): We dynamically put an obstacle in the trajectory of the robot which causes it to stop.
The robot then waits until the obstacle is removed and continues its trajectory. (b1, b2): Dynamic
interactions with the robot by first walking next to it (b1), then overtaking it and standing to the
side of the box (b2). While the person walks next to it the robot continues its trajectory. When
the person overtook the robot, it swings to the right to avoid the collision. (c): The person walks
towards the robot. The avoid the collision, the robot drives backwards. The complete video is
available at https://youtu.be/gAcETwOWTM4.

such that we were in the trajectory of the robot, see Fig. 3.5 (b2). Because of that, the
robot corrected its trajectory and steered away from us. The final interaction is shown
in Fig. 3.5 (c). Here we wanted to investigate what happens if we actively provoke a
collision by moving towards the robot. In that case, the robot started to move backward
to keep a certain safety distance from us. The only drawback is that when relentlessly
chasing the robot one can cause a rear collision with another obstacle. An explanation for
this is that the robot has a Lidar blind spot in the back due to the mounted robot arm.
All the interactions can be found in the supplementary video.

3.6 Conclusions and Limitations

In this work, we introduced a safety critic to yield a multiplicative value function. We
started with the CMDP formulation, derived the safety critic from reachability analysis
and integrated our approach into the SAC and PPO framework. We proposed several
versions of SAC and PPO using our multiplicative value function and showed increased
sample efficiency and stability compared to the Lagrangian and FOCOPS baselines.
Furthermore, the multiplicative value function can help to learn the fine details in the
reward structure, like soft constraints. To show the real-world potential of our method,
we took a SAC Mult Lagrange agent trained in simulation and successfully deployed the
policy on a real robot in a zero-shot sim-to-real fashion. The robot showed safe behavior
and was able to generalize to dynamic obstacles of novel shape. In future work, we would
like to investigate further theoretical justification for our multiplicative value function.

Limitations. One of the main limitations is that our Lagrangian approach encourages
safety during training but cannot guarantee it. This issue can be mitigated by adding
an intervention mechanism, which could however cause problems when learning the
safety critic as it requires reaching the constraint set. Future work will investigate the
feasibility of using the intervention as a terminal state and more theoretical analysis of
the multiplicative value function. Moreover, our method adds the initial value of the
Lagrange multiplier and the safety discount factor γc as hyperparameters to which the
algorithm can be sensitive in some environments.

https://youtu.be/gAcETwOWTM4
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Appendices

3.A Supplementary Video

The supplementary video for the paper is found at https://youtu.be/gAcETwOWTM4. This
video demonstrates the qualitative outcomes of the interaction experiment with the Jackal
differential drive robot. In the first part of the video, we dynamically block the path of
the agent with a box. Encouraged by the demonstrated safety, we try interactions with a
human in the second part of the video. This is challenging in two ways: First, the agent
only perceives the legs of the human, which are significantly thinner than the obstacles
encountered in training. Second, the agent only encountered static objects in training
while the human is a dynamic obstacle. Still, the agent shows safe behavior.

3.B Hyperparameter Tuning

For the tuning, we start with the default parameters of [185] or the suggested parameters
of [205] for Car Racing and Lunar Lander. We then tune the PPO and SAC baseline
algorithms by varying the parameters of the initial learning rate and schedule, entropy
coefficient and schedule, state-dependent exploration [206] vs. standard action sampling,
and Gaussian vs. Beta distribution for the actor policy. For PPO, we additionally tune the
clip range, the KL divergence target, the initial variance parameter of the Gaussian policy,
and the number of epochs of optimization. As for SAC, we vary the training frequency,
the number of gradient steps, how many samples to collect before starting the training,
and the buffer size. Once satisfied with the baseline performance, we keep the same
hyperparameters for our multiplicative versions and additionally tune the safety discount
factor yc and the initial value of the Lagrange multiplier λinit. To best compare the effect
of the multiplicative value function, we use the same initial Lagrange multiplier λinit for
our multiplicative versions and the Lagrange baseline.

3.C Complete Algorithms for SAC and PPO Multiplicative

Algorithm 1 is the complete version of SAC Multiplicative, whereas Algorithm 2 is the
complete version of the PPO Multiplicative. The differences between our proposed
methods and the standard algorithms are highlighted in blue.

https://youtu.be/gAcETwOWTM4
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Algorithm 1 SAC Multiplicative

1: Init: policy parameters θ, Q̄-function parameters ξ1, ξ2, Safety critic parameters ψ1,
ψ2, empty replay buffer D.

2: Set target parameters equal to main parameters ξtarg,i ← ξi , ψtarg,i ← ψi , for i ∈ {1, 2}
3: repeat
4: Observe state s and sample action a ∼ πθ(·|s).
5: Observe next state s′ and done signal d.
6: Observe clipped reward r̄ and constraint cost rc.
7: Store (s, a, r̄, rc, s′, d) in replay buffer D.
8: Reset environment states if s′ is terminal.
9: if it’s time to update then

10: for j in range(however many updates) do

11: Randomly sample a batch of transitions from D, B = {(s, a, r̄, rc, s′, d)} .

12: Compute targets y(r̄, s′, d) for Q̄-functions:

r̄ + γ(1− d)(min
i

Q̄ξtarg,i (s
′, ã′)− α log πθ(ã′|s′)), where ã′ ∼ πθ(·|s′)

13: Compute targets yc(rc, s′, d) for safety critic:

rc + γc(1− d)(max
i

Ψψtarg,i (s
′, ã′)), where ã′ ∼ πθ(·|s′)

14: Update Q̄-functions for i ∈ {1, 2}:

∇ξi

1
|B| ∑

b∈B

(
Q̄ξi (s, a)− y(r̄, s′, d)

)2 , where b = (s, a, r̄, rc, s′, d)

15: Update safety critic for i ∈ {1, 2}, BCE denotes the binary cross-entropy:

∇ψi

1
|B| ∑

b∈B
BCE

(
Ψψi (s, a), yc(rc, s′, d)

)
,

16: Update policy by one step of gradient ascent:

∇θ
1
|B| ∑

s∈B
Qmult,ξ,ψ(s, ãθ)− α log πθ(ãθ |s),

where ãθ(s) is sampled from πθ(·|s) via reparametrization trick.

17: Update target networks:

ξtarg,i ← ρ · ξtarg,i + (1− ρ)ξi , ψtarg,i ← ρc · ψtarg,i + (1− ρc)ψi , i ∈ {1, 2}

18: end for
19: end if
20: until convergence
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Algorithm 2 PPO Multiplicative

1: init: policy parameters θ0, value function parameters ξ0, safety critic parameters ψ1,0,
ψ2,0, maximum unsafety probability target cmax, and Lagrange multiplier λ.

2: for k = 0, 1, 2, ... do
3: Collect set of trajectories Dk = {τi} by running policy πk = π(θk) in the environ-

ment.

4: Compute clipped rewards-to-go R̂t and constraint cost-to-go Ĉt .

5: Compute advantage estimates, Âmult with current value function V̄ξk and safety
critic Ψψk .

6: Approximate Φ̂πθ (s) := Eaθ∼πθ
[Ψ(s, aθ)− cmax] the expectation in the PPO Mult

objective by sampling from the policy

Φ̂πθ (s) ≈ 1
N

N

∑
i=0

max
j=1,2

Ψψj (s, aθi )− cmax,

where aθi ∼ πθ .

7: Update the policy θ by maximizing the PPO-Clip Mult objective:

1
|Dk |T ∑

τ∈Dk

T

∑
t=0

min
( πθ(at|xt)

πθk (at|xt)
A

πθk
mult(x, a),

g(ϵ, A
πθk
mult(x, a))

)
− λΦ̂πθ (st),

typically via stochastic gradient ascent with Adam.

8: Update the Lagrange Multiplier by

λ← max

(
0, λ + α

1
|Dk |T ∑

τ∈Dk

T

∑
t=0

P̂πθ
c (xt)

)
,

where α is a learning rate.

9: Fit value function using mean-squared error:

ξk+1 = arg min
ξ

1
|Dk |T ∑

τ∈Dk

T

∑
t=0

(
V̄ξ (st)− R̂t

)2

10: Update safety critic parameter ψi,k+1 by minimizing the binary cross entropy:

1
|Dk |T ∑

τ∈Dk

T

∑
t=0

BCE
(
Ψψi (x, a), Ĉt

)
,

where i ∈ {1, 2}.
11: end for
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3.D Detailed Experimental Description

To recapitulate, we assume the following reward structure of the environment

r(st, at) =

 rconstraint if st ∈ C

rconstraint_free(st, at) else

Here, we associate rconstraint with hard constraints which cause the episode to end in case
of constraint violations. Additionally, there can be soft constraints encoded in rconstraint_free.
Violating a soft constraint causes a negative reward but the episode continues.

Lunar Lander Safe is a continuous control task where the agent has to land a rocket on
the moon’s surface [203]. Once the rocket lands, the episode ends. The agent receives a
reward for minimizing the distance to the landing pad and it can land anywhere as long
as its down velocity is slow enough when touching the ground. The observation is

x⃗observation = [d⃗, v⃗, ϕ, ϕ̇,1contact_left,1contact_right],

where d⃗ denotes the vector from current position to landing pad, v⃗ is the linear velocity
of the agent, ϕ the roll angle and 1contact denotes if the corresponding left or right leg has
ground contact. We want to make the environment more safety-critical and go by the
concept “the floor is lava". This means, we keep the original constraint on the maximum
allowed landing velocity but expand the constraint set C such that landing outside the
landing pad is not allowed anymore. The rewards are

rconstraint_free =− 100 ·
(
||d⃗t||2 − ||d⃗t−1||2

)
− 100 · (||⃗vt||2 − ||⃗vt−1||2)
− 100 · (ϕt − ϕt−1)

+ 10 · (1contact_left,t − 1contact_left,t-1)

+ 10 ·
(
1contact_right,t − 1contact_right,t-1

)
− fuel_spend

+ 100 · 1contact_right,t1contact_left,t1||⃗vt ||2<0.01,

rconstraint =− 100,

where the last line in rconstraint_free denotes the state of a successful landing. Furthermore,
we introduce a timeout if the agent cannot land within 1000 steps. Since no measure of
time is present in the observation, the agent does not know about the timeout. The action
space is two dimensional, representing the impulse the agent can apply to the left/right
and up/down using “rocket engines".

Car Racing Safe environment is based on CarRacing from OpenAI [203] where the
agent is rewarded for driving around a race track. Each iteration, a new random track
is spawned. The episode terminates if the agent has visited all track tiles or leaves
the playground, which extends far beyond the track. Again, we want to make this
environment more safety critic. For this, we tighten the hard constraint such that the
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Figure 3.6: Point Robot Navigation. The obstacles are shown in gray, the goal region in blue, the
agent is a black dot, and the field of view of the local occupancy grid is marked by the red box.
The environment has the boundaries [−1, 1] m.

agent enters the constraint set C if it leaves the racetrack. Also, the agent has to drive
faster than 0.1 km/h after an initial time period. Additionally, we impose a soft constraint
that encourages the agent to drive below 50 km/h, which is encoded in the reward

rconstraint_free =
0.3

ntiles
· 1new_track +

 0.005v if v < 50

−0.01v if v ≥ 50
, rconstraint = −10 ,

where v denotes the longitudinal velocity. The observation space of the agent consists
of an agent-centered bird’s-eye-view image, longitudinal velocity v, yawing rate ψ and
steering angle of the wheels δ, x⃗observation = [img, v, ψ̇, δ]. The action space is continuous
and two-dimensional. The actions are between accelerating/braking and steering to the
left/right. We use the CNN structure of [51] to process the birds-eye-view image.

3.E Point Robot Navigation

In the Point Robot Navigation environment, the agent has to navigate to a goal region
of 0.1 m while avoiding obstacles and staying inside the environment boundaries. At
each iteration, both the starting position of the robot and the set of obstacles are random.
An example of the environment can be taken from Fig. 3.6. As the observation, the
agent receives the vector d⃗ from the current position to the goal and an agent-centered
occupancy grid,

x⃗observation = [d⃗, oc_grid].



60 3 multiplicative value function

Figure 3.7: Top-down view of the Jackal Robot. The laser scan is occluded due to the robot arm
yielding a field of view of 300° as depicted with the red circle.

The action space is two dimensional, representing the percentage of a step size the agent
can travel in x and y-direction. The reward is

rconstraint_free =

 40 if ||d⃗||2 < 0.1

−0.1 else
, rconstraint = −20 . (3.8)

This corresponds to a sparse reward setting. The step penalty of −0.1 encourages the
agent to reach the goal in a low number of steps. Furthermore, we choose the reward
for reaching the goal higher than the penalty for constraint violation. With a lower goal
reward, we have experienced baseline agents that try to crash immediately into obstacles
to avoid the accumulation of step penalties. To process the occupancy grid, we use a
small CNN encoder. When initially training SAC and PPO baselines, we experienced
instability. This was related to the model not understanding the occupancy grid. To
mitigate the issue, we added a decoder module to the CNN and posed an auxiliary loss
on the reconstruction error. This improved the performance and stability of PPO. For
SAC, we had to additionally use separate CNN encoders for actor, reward and safety
critic.

Gazebo Gym is similar to the Point Robot Navigation meaning that it shares the same
task and constraint set C but resembles a realistic environment. The agent is a Jackal
differential drive robot. Furthermore, the environment size is increased from 1x1 to 8x8
m. Similarly, the goal region is enlarged to 1 m in the easy and to 0.3 m in the hard
setting of Gazebo Gym. The observation of the agent is given as

x⃗observation = [d⃗, sin(ψ), cos(ψ), vlong, ψ̇, d⃗laser], (3.9)

where d⃗ denotes the vector from the current robot position to the goal, ψ the yawing angle
of the robot and vlong the longitudinal velocity, assuming zero slip. The environment is
encoded in d⃗laser which is a 120-dimensional vector containing the 1D range measurements
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Figure 3.8: Gazebo Gym. This is an 8x8 m world where the task is to navigate a cluttered
environment. The picture shows the training of PPO.

of each laser ray with small additive Gaussian noise. The laser scan has a field of view
of 300° as depicted in Fig. 3.7. We first have been experiencing with the sparse reward
setting in Eq. 3.8 in Point Robot Navigation. However, both SAC and PPO baseline
performed poorly with success rates around 10% at 250k steps. To account for the more
challenging dynamics of a differential drive robot, we implemented the dense reward

rconstraint_free =

 40 if ||d⃗||2 < 0.1

−0.1||d⃗||2 else
, rconstraint = −20 .

The term −0.1||d⃗||2 is a dense signal that directly connects the observation of the robot in
Eq. 3.9 to the reward. The environment is implemented in Gazebo [204]. For PPO, we
train 9 agents simultaneously, whereas for SAC, only one agent is used. The sampling
time is 0.1s. At each iteration, the agent starts at a random position, and every forty
iterations, a new set of obstacles is randomly spawned. In the hard mode, the agent is
subject to Gaussian additive action noise. An example of the environment is shown in
Fig. 3.8.

3.F Additional Experimental Results

We provide the training curves of SAC in Fig. 3.9 and of PPO in Fig. 3.10. Compared
to the evaluation results in Table 1 and 2 of the main paper, the algorithms violate the
constraints more frequently in training. However, this is expected since the randomness of
the training policy can cause the agent to reach potentially dangerous states. Furthermore,
in Fig. 3.10, we provide the soft constraint violation rates in Car Racing Safe. Interestingly,
the agent drives faster with the deterministic policy such that the soft constraint is
violated more frequently in evaluation.



62 3 multiplicative value function

Figure 3.9: SAC training curves. Top to bottom: Lunar Lander Safe, Point Robot Navigation,
Gazebo Gym.

Figure 3.10: PPO training curves. Top to bottom: Lunar Lander Safe, Car Racing Safe, Point Robot
Navigation, Gazebo Gym.
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Figure 3.11: Qualitative comparison of SAC vs SAC Mult Clipped on seed six after 300k steps on
Lunar Lander Safe. We depict every fifth frame of a one-episode video evaluation. The images
have to be read from left to right, top to bottom. In each frame, the first column with Q and C
denotes the estimated value and constraint violation probability of the next suggested action. The
second column shows the action values and the constraint violation probabilities for basic actions
like going up, left, right or down. The last column depicts the current downwards velocity of the
lander.

We furthermore present qualitative results for Lunar Lander Safe, Car Racing Safe and
Gazebo Gym. In Fig. 3.11, we compare the landing of SAC Mult Clipped against SAC
baseline on Lunar Lander Safe. In the first row, the flights of baseline and Mult Clipped
agent look similar. However, in the third frame, we see that the downward velocity of
the baseline lander is 1.7 m/s, which is much higher than 0.9 m/s of the multiplicative
version. When continuing with the baseline plot, second row, first image, we see that the
lander slows down by 0.2 m/s and uses its right leg to establish ground contact. This
makes the agent decelerate from 1.5 to 0.3 m/s, shown in the next frame. In contrast, the
multiplicative agent lands more conservatively. Starting from the second row, the next
five frames show the agent decelerating. Shortly before landing, the agent has a velocity
of 0.7 m/s and lands with both legs simultaneously. This is much safer from a real-world
perspective: Slowing down from 0.7→0 m/s with two legs compared to 1.5→0.3 m/s
with one leg like the baseline.



64 3 multiplicative value function

Figure 3.12: Qualitative comparison of PPO base vs PPO Mult V1 on seed six after 1M steps. We
depict every fifth frame of a one-episode video evaluation. The images have to be read from left to
right, top to bottom. In each frame, the first two rows with V and C denote the estimated value
and constraint violation probability at the current state with the next suggested action. The third
and fourth row depict the next suggested action. The last row contains the constraint violation
probabilities for basic actions like steering left, right, accelerating and braking.

Next, we regard the first frame of Car Racing Safe in Fig. 3.12. Both the multiplicative
and baseline agents steer to the right to open up the corner. When proceeding to the
third frame, we can see that the baseline agent has opened up the corner more but also
has a higher velocity of 49 km/h than the multiplicative agent. On the other side the
multiplicative agent slows down to 36 km/h and cuts the inside. Continuing with frame
four, we see that the velocity of the baseline agent is still high at 45 km/h. This limits
the agent’s ability to steer to the left without losing traction. At this point, the safety
critic estimates a crashing probability of 40% (note that we train a safety critic also in the
baseline version for visualization purposes, but to not use it in any way for the policy
training and stop all possible gradients). As we proceed, the agent cannot make the
corner and leaves the track. We now regard the multiplicative policy. In the fourth frame,
we can see that the velocity is low at 34 km/h. This allows the agent to steer more
aggressively to the left. In the next frame, the agent suggests further steering to the left
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but also starts to accelerate. This is a real-world racing technique where one starts to
accelerate after the apex of a corner to increase traction.

Finally, we switch to the Gazebo Gym results shown in Fig. 3.13 and start with the
best case, where both SAC baseline and Mult Clipped achieve a success rate of 100%.
Furthermore, the trajectories of the multiplicative version seem smoother and more
natural compared to the baseline. Another difference is that our approach strictly drives
with the front forward, whereas the baseline sometimes drives back first. This is shown
in the velocity plots, where a velocity smaller than zero means driving back-first. This is
potentially dangerous since the agent has a 60° blind spot in the back as shown in Fig. 3.7.
Note that the behavior of driving back or front first is an emerging behavior that was not
incentivized by the reward.

In the second-worst case, the behavior of occasionally driving back first causes the
baseline to crash, as can be seen in the bottom right corner of the trajectory plot. On the
other hand, our approach drives head-first and achieves a success rate of 96%. For the
4% of trajectories in which the agent crashes, there is an anomaly in the reward critic:
the estimated return is overly optimistic, especially close to obstacles. The worst case is
obtained with seed two, where the combination of driving back first and anomalies in the
value functions cause baseline and multiplicative agents to crash every second trajectory.
However, since the second-worse case achieves significantly higher performance, we
consider this second seed an outlier.
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Figure 3.13: Qualitative results on Gazebo Gym with SAC after 200k steps. The Velocity, Value
Function, and Collision Probability plots show the corresponding metric at each third trajectory
point. The best and worst case distinction are with respect to the best and worst success rates out
of ten seeds.
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3.G Additional Ablation Studies

Finally, we want to show the effects of the choice of initial Lagrange multiplier λinit
and safety discount factor γc which is depicted in Fig. 3.14. For SAC in Fig. 3.14a,
the different choices of the initial Lagrange multiplier do not significantly affect the
performance at convergence but can result in different sample efficiencies. However,
Fig. 3.14b shows PPO is more sensitive where multipliers with magnitude five and higher
cause training instabilities with rising timeout rates. Note that in the stable-baselines3
implementation [185] upon which we build our code, the advantage in PPO is normalized
whereas the reward in SAC is not. This means that the different magnitudes of the
Lagrange multiplier have a greater effect on PPO than on SAC in Point Robot Navigation.

Furthermore, we experiment with different safety discount factors γc shown in Fig. 3.14c
and 3.14d. Both for SAC and PPO the safety discount factor seems to have little effect on
the performance. This can be explained by the fact that the “dynamics" of the point robot
allow for an instantaneous change of direction such that a short safety horizon with low
γc is sufficient for obstacle avoidance.
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(a) Varying λinit for SAC Mult Lagrange, γc = 0.8

(b) Varying λinit for PPO Mult V1, γc = 0.8.

(c) Varying γc for SAC Mult Lagrange, λinit = 5.0.

(d) Varying γc for PPO Mult V1, λinit = 0.1.

Figure 3.14: Ablation experiments in point robot navigation.



4
TrafficBots: Towards World Models for
Autonomous Driving Simulation and
Motion Prediction

Data-driven simulation has become a favorable way to train and test autonomous driving
algorithms. The idea of replacing the actual environment with a learned simulator
has also been explored in model-based reinforcement learning in the context of world
models. In this work, we show data-driven traffic simulation can be formulated as a
world model. We present TrafficBots, a multi-agent policy built upon motion prediction
and end-to-end driving, and based on TrafficBots we obtain a world model tailored for
the planning module of autonomous vehicles. Existing data-driven traffic simulators
are lacking configurability and scalability. To generate configurable behaviors, for each
agent we introduce a destination as navigational information, and a time-invariant latent
personality that specifies the behavioral style. To improve the scalability, we present a
new scheme of positional encoding for angles, allowing all agents to share the same
vectorized context and the use of an architecture based on dot-product attention. As a
result, we can simulate all traffic participants seen in dense urban scenarios. Experiments
on the Waymo open motion dataset show TrafficBots can simulate realistic multi-agent
behaviors and achieve good performance on the motion prediction task.

4.1 Introduction

To realize autonomous driving (AD) in the urban environment, the planning module
of autonomous vehicles has to address highly interactive driving scenarios involving
human drivers, pedestrians and cyclists. Despite being a necessary step, the validation of
planning algorithms on public roads is often too expensive and dangerous. Therefore, sim-
ulations have been widely adopted and efforts have been made to develop photo-realistic
driving simulators [12]. While the full-stack simulators are popular for testing AD stacks
and training visuomotor policies, they are not the best choice for developing planning

This chapter was published as a conference article: Zhejun Zhang, Alexander Liniger, Dengxin Dai, Fisher Yu, Luc Van
Gool, “TrafficBots: Towards World Models for Autonomous Driving Simulation and Motion Prediction”, International
Conference on Robotics and Automation (ICRA), 2023, doi: 10.1109/ICRA48891.2023.10161243
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Figure 4.1: World model for AD planning modules. The simulator is fully data-driven and
differentiable.
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Figure 4.2: TrafficBots, a multi-agent policy that generates realistic behaviors for bot agents by
learning from real-world data.

algorithms because the simulated scenarios are not as sophisticated and realistic as those
encountered in the real world. Moreover, the computationally demanding rendering is
redundant for AD planning modules that expect intermediate-level representations as
input.

Therefore, simulators tailored for AD planning should have a different design and rely
on real-world datasets. As shown in Fig. 4.1, the player agent, i.e., the planning module,
generates a motion plan by observing some intermediate-level representations. Then the
simulator updates its internal states and generates a new observation based on the actions
taken by the player agent. The internal states of the simulation can be separated into
two categories depending on whether they are reactive to the player agent. The scenario
contexts, including the map and traffic controls, are non-reactive states loaded from the
datasets. The states of the player agent are reactive and can be updated using vehicle
dynamics. Of the most importance for the simulation fidelity are the bot agents, i.e., the
non-player agents. The behaviors of bot agents fall into three categories: the non-reactive
log-replay, the scripted behavior based on heuristics, and the learned behavior which
is our focus. To generate human-like behaviors for bot agents, we present TrafficBots,
a multi-agent policy built upon two established research fields: multi-modal motion
prediction and end-to-end (E2E) driving.

As shown in Fig. 4.2, the TrafficBots policy is conditioned on the destination of each agent,
which approximates the output of a navigator available in the problem formulation of
E2E driving [35]. To learn diverse behaviors from demonstrations, each TrafficBot has
a personality learned using conditional variational autoencoder (CVAE) [207] following
multi-modal motion prediction. Compared to other methods, TrafficBots consume less
memory, scale to more agents, and run faster than real time. This is achieved by using
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a vectorized representation [158] for the context and sharing it among all bots. A new
scheme of positional encoding (PE) is introduced for angles such that the memory-efficient
dot-product attention can be used to retrieve local information from the shared context
that lies in the global coordinate.

Using TrafficBots and a differentiable observation generator, the simulator in Fig. 4.1 is
fully differentiable and it summarizes the player agent’s past experience, hence it can
be trained and used like a world model [117]. In this paper we focus on the TrafficBots
and leave the training of player agents as future work. We evaluate TrafficBots on both
the simulation and motion prediction tasks. We show that motion prediction can be
formulated as the a priori simulation, hence it is a legit surrogate task for the evaluation
of simulation fidelity. While prior works on traffic simulation introduce their own
metrics, baselines and datasets, evaluation with motion prediction ensures an open and
fair comparison. Although our performance is not comparable to the state-of-the-art
open-loop methods, TrafficBots shows the potential of solving motion prediction with a
closed-loop policy.

Our contributions are summarized as follows: We address data-driven traffic simulation
using world models and we present TrafficBots, a multi-agent policy built upon motion
prediction and E2E driving. We improve the simulation configurability by introducing
the navigational destination and the latent personality, as well as the scalability by
introducing a new PE for angles. Based on the public dataset and leaderboard, we
propose a comprehensive and reproducible evaluation protocol for traffic simulation. Our
repository is available at https://github.com/zhejz/TrafficBots

4.2 Related Work

World models [117] are action-conditional dynamics models learned from observational
data. As a differentiable substitute of the actual environment, world models can be used
for planning [118] and policy learning [119]. In this paper, we use world models to
address a new problem: traffic simulation. We seek to obtain a world model realistic
enough to replace the real world or full-stack simulators for developing AD planning
algorithms. Training world models is often formulated as a video prediction problem
such that the method can generalize to all image-based environments, like Atari [121] and
highway driving [122]. Although the same approach can be applied to urban driving via
rasterization, this would cause unnecessary complexity because most dynamics of driving
can be explicitly modeled without deep learning. In fact, only the decision-dynamics of
the bot agents that have a potential to interact with the player agent have to be learned.
To this end, we introduce the multi-agent policy TrafficBots and based on it we build a
world model for AD planning.

Motion prediction for AD is a popular research topic. Here we only discuss the most
relevant works and refer the reader to [166] for a detailed review. Our TrafficBots use a
network architecture based on Transformers [159] and vectorized representations [158]
because they achieve top performance [162, 208] while being computationally more effi-
cient [209]. To improve the multi-agent performance, our Transformer-based architecture
uses a new PE for angles. Goal-conditioning can improve the performance of AD plan-
ning [210, 211] and motion prediction [141, 142, 143, 144], but it leads to causal confusions

https://github.com/zhejz/TrafficBots
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if applied to closed-loop policy. This problem is solved by replacing the goal, which is
associated with the prediction horizon, with the destination, which is time-independent
and emulates a navigator. Once conditioned on the destination, the behavior of TrafficBots
agent is characterized by a time-invariant personality. The personality is represented as
the latent variable of a CVAE, which is used to address the multi-modality of motion
forecasting [145, 146, 147, 148]. Unlike other works, we use a time-invariant personality,
i.e., a fixed sample is used throughout the simulation horizon. Finally, TrafficBots is
related to [155, 212, 213] in the sense that a recurrent policy is learned and combined with
vehicle dynamics. However, our method is recurrent and closed-loop, whereas motion
prediction methods are open-loop.

Data-driven simulation can reduce the sim-to-real gap while being more efficient and
scalable than manually developing a simulator. While many works on data-driven
simulation focus on the photo-realism [44, 91, 92], we study the behavior-realism of bot
agents. Compared to the hand-crafted rules [12, 97, 98], more realistic behaviors can
be generated through log-replay [99, 100] or learning from demonstrations [106]. The
problem of learning realistic behaviors is formulated as generative adversarial imitation
learning [49] in [105], as behavioral cloning in [109] and as flow prediction in [110].
Most related to our method is TrafficSim [18], an auto-regressive extension of the motion
prediction method ILVM [146]. Compared to our method, TrafficSim is not based on world
models or E2E driving, it uses rasterization and it does not factorize the uncertainty into
personality and destination. Finally, our simulation shown in Fig. 4.1 can be considered a
data-driven extension of SMARTS [101], and TrafficBots shown in Fig. 4.2 can be used as
a sub-module to control bot agents in other simulators [12, 98, 101].

4.3 Problem Formulation

We use motion prediction datasets to train a policy, which can be used for simulation if a
complete episode is given, and for motion prediction if only the history is available.

Data representation. Each episode in the motion prediction dataset includes the static
map M ∈ RNM×Nnode×4, traffic lights C ∈ RT×NC×4, agent states ŝ ∈ RT×NA×6 and agent
attributes u ∈ RNA×4, where NM is the number of map polylines, Nnode is the number of
nodes per polyline, NC is the number of traffic lights and NA is the number of agents.
We define t = 0 to be the current step, Th to be the history length and Tf to be the future
length. A polyline node or a traffic light is represented by (x, y, θ, u) where x, y are the
positions, θ is the yaw angle and u is the polyline type or light state. The ground truth
(GT) state of agent i at step t is denoted by ŝi

t = (x, y, θ, θ̇, v, a) where θ̇ is the yaw rate, v
is the speed and a is the acceleration. The time-invariant agent attribute u includes the
agent size and type of each agent. We use a scene-centric, vectorized representation [162]
to ensure the efficiency of the simulation.

Simulation. We denote the states of TrafficBots agents as s and the states of other agents,
including the player and other bots, as s†. Given a complete episode, we initialize the
simulation with the history t ∈ [−Th, 0] and rollout for the future steps t ∈ [1, Tf]. We
assume all uncertainties can be explained by the GT future, thus the simulation can
be formulated as predicting a single-modal next state st+1 given st and s†

t . Given the
GT future, the simulation has two formulations: counterfactual and a posteriori. In
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counterfactual simulation the behavior of some agents, e.g. the player agent, might deviate
from the GT, i.e., s† ̸= ŝ†. In this case TrafficBots should be reactive to the change and
behave naturally. In the second case, if all agents are either controlled by TrafficBots or
log-replay agents, the simulation should ideally reconstruct the same episode. In the
spirit of world models, we refer to this as the a posteriori simulation.

Motion prediction. We formulate motion prediction as the a priori simulation, a special
case of the a posteriori simulation where TrafficBots control all agents and the GT is given
for t ∈ [−Th, 0]. In this case, rolling out for t ∈ [1, Tf] is equivalent to predicting s1:NA

1:Tf
,

the joint future of all agents. Since the GT future is unavailable and multiple futures are
possible given the same history, the a priori simulation is multi-modal and each rollout
represents one possible way of how the scenario could evolve. In fact, a priori simulation
is equivalent to the multi-modal joint future prediction, which is a more difficult and
hence less common task in comparison to the multi-modal marginal motion prediction
that considers the prediction independently for each agent.

4.4 TrafficBots

As shown in Fig. 4.3, the TrafficBots policy is conditioned on shared and private con-
texts which are encoded beforehand and explain all uncertainties, thus the rollout is
deterministic.

4.4.1 Policy

The policy predicts agent states at the next step st+1, based on the current states st and the
contexts. After encoding st, the contexts are sequentially injected into the encoded states
st. We use Transformer encoder layers with cross-attention to update st by attending
to the encoded map M and the encoded traffic lights Ct. The interaction Transformer
uses self-attention across the agent dimension to allow agents to attend to each other.
At inference time, states of non-TrafficBots agents s†

t will also be processed by these
Transformers such that TrafficBots can react to them. After incorporating the map, traffic
lights and states of other agents, each agent has a recurrent unit to aggregate its history
because the simulation states are not Markovian. Then the outputs are combined with
the agent’s individual destination and personality via concatenation and residual MLP.
Finally, the actions of each agent are predicted by the action heads and st+1 is computed
by the dynamics module based on the actions and st.

4.4.2 Contexts

State encoder. Following [162], all shared contexts, i.e., the map M, traffic lights C and
agent states s, are represented in the global coordinates and incorporated via dot-product
attention. This approach is computationally more efficient than transforming the global
information to the local coordinate of each agent. However, the dot-product attention
alone cannot efficiently model a global to local coordinate transform. To remedy this
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Figure 4.3: Network architecture of TrafficBots. In the brackets are the tensor shapes where B is
the batch size. The hidden/feature dimensions are omitted for conciseness. The shared and private
contexts are encoded only once at the start of an episode.

issue, PE is introduced. Without PE, VectorNet [158] has to transform all contexts to the
local coordinate of each agent. SceneTransformer [162] concatenates the PE for position
with the unit vector for direction and other attributes u, and then feeds it to an MLP:

s = MLP(cat(PE(x), PE(y), cos θ, sin θ, u)), (4.1)

with PE2i(x) = sin(x ·ω
2i

demb ), PE2i+1(x) = cos(x ·ω
2i

demb ),

where i ∈ [0, . . . , demb/2], ω is the base frequency and demb is the embedding dimension.
This state encoder can be improved by using PE also for the direction vector [214] and
adding the PE after the MLP [159]. This ends up with

s = cat(PE(x), PE(y), PE(cos θ), PE(sin θ)) + MLP(u). (4.2)

However, empirically we observe TrafficBots using this state encoder is not sensitive to
directional information. To address this issue, we propose the following state encoder

s = cat(PE(x), PE(y), AE(θ), MLP(u)) (4.3)

with AE2i(θ) = sin(θ · i), AE2i+1(θ) = cos(θ · i)

where i ∈ [1, . . . , demb/2 + 1] and AE stands for angular encoding, a special case of
sinusoidal PE we introduced to encode the radian yaw θ. Compared to PE that has to
use a small ω to avoid overloading the 2π period, AE can use integer frequency because
it encodes an angle. Moreover, the addition is replaced by concatenation because other
states, e.g. velocity, are highly correlated to the pose encoded by PE and AE. We use
the state encoders to encode the map, traffic lights and agent states. Our map encoder
follows [158], except that we use Transformers for the polyline sub-graph.

Destination. Fig. 4.4 highlights the difference between our destination and the goal
proposed in prior works [141, 142, 143, 144]. The GT goal, which is associated to the
last observed position, does not reflect an agent’s intention. In Fig. 4.4, the vehicle stops
because of the red light, whereas the pedestrian does not intend to stay in the middle
of a crosswalk. Although this is not a problem for open-loop motion prediction, the
driving policy would learn a wrong causal relationship if conditioned on the goal. This
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Figure 4.4: GT destination and goal of the magenta agent.

problem can be solved by introducing a navigator, which specifies the next goal once
the current one is reached. However, running an online navigator for every agent is
computationally demanding. For simulation with a short horizon and small maps, it is
sufficient to estimate one destination for the near future, and switch to an unconditioned
policy once that destination is reached. Since the GT destination is not available in any
motion prediction datasets, we approximate it with a map polyline heuristically selected
by extending the recorded agent trajectory based on the map topology. For training and
simulation we use the approximated GT destination ĝ, whereas for motion prediction
we predict g. Predicting the destination is formulated as a multi-class classification task
where the logit for polyline i and agent j is predicted by MLP(cat(Mi , GRU(sj

−Th :0))),
i.e., the destination of an agent depends only on the map and its own history.

Personality. In order to address the remaining uncertainties not explained by the desti-
nation and to learn diverse behaviors of different human drivers, pedestrians and cyclists,
we introduce a latent personality for each agent which is learned using CVAE. Similar
ideas have been applied to world models [117, 118, 119] and motion prediction [145,
146, 147]. The personality encoder has a similar architecture as the policy network in
Fig. 4.3. For training and simulation, we use the posterior zpost which is estimated from
the complete episode t ∈ [−Th, Tf], whereas for motion prediction we use the prior zprior
that encodes only the history t ∈ [−Th, 0]. In contrast to TrafficSim [18] which updates
the latent at each time step to address all uncertainties, our personality is time-invariant
because the behavioral style of an agent will not change in a short time horizon if the
destination is determined.
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4.4.3 Training

Similar to world models [117], our training uses reparameterization gradients and back-
propagation through time (BPTT). Given a complete episode, we first encode the map M,
traffic lights C and GT agent states ŝ. Then we predict zpost, zprior and the destination
g. Conditioned on the GT destination ĝ and a sample of zpost we rollout the policy.
For t ∈ [−Th, 0] we warm-start using teacher-forcing with GT agent states, whereas for
t ∈ [1, Tf] the rollout is auto-regressive. All components are trained simultaneously using
the weighted sum of three losses: the reconstruction loss with smoothed L1 distance for
the states (x, y, θ, v), the KL-divergence between zpost and zprior clipped by free nats [118],
and the cross-entropy loss for destination prediction. Following [119], we stop the
gradient from the action and allow only the gradient from the states during the BPTT. We
train with all agents so as to generate realistic behaviors for all traffic participants, not
just for the interested ones heuristically selected by the dataset.

4.4.4 Implementation Details

We use a 16-dim diagonal Gaussian for the personality. The action heads and dynamics
have the same architecture but different parameters for vehicles, cyclists and pedestrians.
We use a unicycle model with constraints on maximum yaw rate and acceleration for all
types of agents. With a hidden dimension of 128 our model has less than 3M parameters.
Considering 64 agents, 1024 map polylines and a sampling time of 0.1 second, we can
parallelize 16 simulations on one 2080Ti GPU while each rollout step takes around 10 ms,
which is a magnitude faster than other methods [18, 105, 109, 110].

4.5 Experiments

Dataset. We use the Waymo Open Motion Dataset (WOMD) [134] because compared
to other datasets it has longer episode lengths and more diverse and complex driving
scenarios, such as busy intersections with pedestrians and cyclists. The WOMD is also
one of the largest motion prediction datasets, consisting of 487K episodes for training,
44K for validation and 45K for testing. With a fixed sampling time of 0.1 second, each
episode is 9 seconds long and contains 91 steps: Th = 10 for the history, one for the
current t = 0, and Tf = 80 future steps that shall be predicted.

Tasks. Ultimately we want to verify the fidelity of the counterfactual simulation, such that
the simulator can be used for training and testing planning modules. However, once the
scenario diverges from the factual recording, the GT trajectories can no longer be used
for evaluation metrics. To this end, different surrogate metrics have been proposed, such
as traffic rule compliance [18] and distribution of curvatures [105]. But these metrics
cannot fully reflect the behavioral fidelity because they consider only vehicles and neglect
pedestrians and cyclists. Moreover, performing well on these metrics does not mean the
behavior is human-like, in fact good performance can be achieved by a hand-crafted policy.
Alternatively we can verify the fidelity of the a posteriori simulation, where the scenario
should be reconstructed and the performance can be quantified by the distance to the
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test
mAP

↑
min

ADE ↓
min

FDE ↓
miss

rate ↓
overlap

rate ↓

DenseTNT [142] 0.328 1.039 1.551 0.157 0.178

SceneTransformer [162] 0.279 0.612 1.212 0.156 0.147

MultiPath [149] static 0.236 0.880 2.044 0.345 0.166

Waymo LSTM [134] 0.176 1.007 2.355 0.375 0.190

TrafficBots (a priori) 0.212 1.313 3.102 0.344 0.145

valid TrafficBots ↑ ↓ ↓ ↓ ↓

a priori (K=6) 0.210 1.291 3.117 0.346 0.143

GT sdc future (what-if ) 0.214 1.281 3.095 0.342 0.142

GT traffic light (v2x) 0.209 1.288 3.100 0.345 0.143

GT destination (v2v) 0.217 1.292 3.123 0.345 0.142

a posteriori (K=1) 0.332 0.962 2.034 0.339 0.129

Table 4.1: Results on the WOMD (marginal) leaderboard.

GT trajectories. But since the GT future is given, a model can achieve good performance
by misusing the posterior latent to memorize the GT future, instead of learning the
underlying human-like behavior. In fact, the best possible performance can be simply
achieved via log-replay. We argue the a priori simulation, i.e., motion prediction, together
with the a posteriori simulation is a better evaluation setup. For a priori simulation, the
model predicts multiple futures of how an episode might evolve. While all predictions
should demonstrate natural behaviors, at least one of them should reconstruct the GT
future. Importantly, motion prediction is usually formulated as an open-loop problem.
Although TrafficBots can be used for motion prediction by formulating it as the a priori
simulation, the performance will be affected by the covariant shift and compounding
errors [11] caused by the closed-loop rollout. Nevertheless, we show the potential of
solving motion prediction with a multi-agent policy.

Metrics. For motion prediction we follow the metrics of WOMD [134], including the
accuracy metrics mAP, the distance-based minADE/FDE and miss rate, and the surrogate
metric overlap rate. Inspired by [148], we further examine the sampling-based negative
log-likelihood (NLL) of the GT scene. The WOMD specifies up to 8 agents that shall be
predicted and allows up to K=6 predictions. Accordingly, we generate 6 rollouts, i.e.,
the joint future of all agents, by sampling the destination and the prior personality. For
a posteriori simulation, only one rollout is generated using the most likely posterior
personality and the GT destination. The simulation fidelity is evaluated using traffic rule
violation rate and distance to GT trajectories. The differences in position and rotation are
averaged over all steps and agents, whereas the rates of collision, running a red light and
passiveness (stop moving for no reason) are for vehicles only.
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Comparison with motion prediction methods. In the first half of Table 4.1 we com-
pare TrafficBots with open-loop motion prediction methods on the Waymo (marginal)
motion prediction leaderboard. In terms of mAP we are better than the Waymo LSTM
baseline [134], but worse than other methods because TrafficBots is not optimized to
generate diverse predictions which is favored by the mAP metrics. Although the miss
rates are comparable, the minADE/FDE of our method are significantly higher than other
methods. This can be explained by the compounding errors caused by the auto-regressive
policy rollout. While this drawback is well-known for closed-loop methods, TrafficBots
still has its advantage which is shown by the reduced overlap rate. Compared to the
open-loop methods, it is easier for a policy to learn the correct causal relationship. The
second half of Table 4.1 shows that the prediction performance can be improved given
additional information. Since the predictions are generated via rollout, we can set some
of the future observations to their GT. For example, for conditional motion prediction
(what-if ) the future trajectory of the self-driving-car is given. Furthermore, the future
traffic light states and the destinations could be obtained via vehicle-to-everything (v2x)
or vehicle-to-vehicle (v2v) communication. Having access to all future information, the a
posteriori simulation achieves the best performance with a single (K=1) prediction.

Ablations. We ablate the state encoders, personality, destination and world-model train-
ing techniques on the a priori simulation in Table 4.2, and on the a posteriori simulation
in Table 4.2. Our state encoder Eq. 4.3 with AE performs overall better than Eq. 4.1
and Eq. 4.2. Without the personality, the policy is unable to capture the diverse behaviors
of different traffic participants. If we allow a larger KL divergence by downweighting
the KL loss, the performance is better for a posterior simulation but worse for motion
prediction. Then we have TrafficBots w/o destination where the latent captures all un-
certainties. In this case the model performs worse on motion prediction because the
Gaussian latent suffers from mode averaging. If the policy is conditioned on the goal,
i.e., the polyline associated with the last observed pose, then the model will learn a
wrong causal relationship and the traffic rule violation rates will increase even though
the minADE/FDE are smaller. If we use the goal w/o navigator module that drops the
goal once it is reached, the policy learning will fail completely and the performances
are overall inferior. Finally, we show world-model training techniques can improve the
performance of TrafficBots. To further compare with prior works on traffic simulation,
we ablate more design differences between our method and SimNet [109], which uses
behavioral cloning (BC) without personality or destination, as well as TrafficSim [18].
Generally, TrafficBots performs better but there are three interesting exceptions: Firstly,
if we allow a larger KL or resample pers., the posterior will memorize the GT future and
the prior will fail to infer the personality. Consequently the model performs better for a
posterior simulation but worse for motion prediction, and the traffic rule violation rates
are higher because the model masters the memorization rather than the driving skills.
This highlights the importance of using a time-invariant personality and the advantage
of evaluating with both a priori and a posteriori simulation. Secondly, models without
personality have smaller NLL. This is reasonable because models without CVAE generate
less diverse predictions, hence the NLL is smaller. Finally, the model with an interactive
decoder following TrafficSim [18] shows a smaller miss rate during a posteriori simulation.
This is achieved by adding the private contexts before the interaction Transformer, such
that private contexts are shared among all agents. However, this requires the personality
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mAP

↑
min

ADE ↓
min

FDE ↓
miss

rate ↓
overl.

rate ↓
NLL ↓
(×10−7)

Our best TrafficBots 0.18 1.49 3.66 0.39 0.15 1.37

Encoder
Eq. 4.1 0.12 1.74 4.48 0.48 0.18 1.90

Eq. 4.2 0.14 1.62 4.12 0.46 0.17 1.48

Personality
w/o persona 0.06 1.66 4.09 0.48 0.15 1.16

larger KL 0.15 1.65 4.19 0.42 0.17 1.88

Destination
w/o dest. 0.16 1.53 3.80 0.40 0.15 1.44

goal 0.17 1.47 3.44 0.40 0.16 2.02

goal w/o navi 0.14 1.57 3.83 0.45 0.17 3.39

World Model
w/o free nats 0.18 1.52 3.74 0.40 0.16 1.39

w/ action grad. 0.17 1.51 3.71 0.41 0.16 1.39

SimNet
BC w/o pers. & dest. 0.01 2.76 7.77 0.76 0.21 2.64

w/o pers. & dest. 0.02 1.91 4.95 0.55 0.15 1.10

BC 0.09 3.11 9.24 0.73 0.21 3.34

TrafficSim
w/o dynamics 0.14 1.81 4.37 0.46 0.17 1.68

inter. decoder 0.17 1.52 3.73 0.41 0.16 1.66

resample pers. 0.14 1.81 4.74 0.47 0.16 1.56

Table 4.2: Ablation on the WOMD validation split, a priori simulation K=6 (motion prediction).
All models are trained for 24K iterations (48 hours).

and destination of all agents to be known before the rollout, which is infeasible if the
simulation includes a player agent whose future actions are undetermined.
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dif. pos

(m) ↓
dif. rot

(deg) ↓
veh col

(%) ↓
run red

(%) ↓
passive

(%) ↓
miss

rate ↓

Our best TrafficBots 0.80 2.84 11.5 1.31 19.1 0.42

Encoder
Eq. 4.1 0.74 3.05 14.7 1.47 19.4 0.49

Eq. 4.2 0.74 3.02 13.8 1.46 19.3 0.48

Personality
w/o persona 1.29 3.63 13.6 1.50 19.2 0.53

larger KL 0.47 2.39 12.9 1.56 19.1 0.24

Destination
w/o dest. 0.74 2.63 11.8 1.29 19.3 0.41

goal 0.78 2.68 12.3 1.35 20.2 0.42

goal w/o navi 0.79 2.97 15.1 1.40 23.3 0.49

World Model
w/o free nats 0.86 3.00 12.6 1.31 19.1 0.44

w/ action grad. 0.90 2.82 12.6 1.30 19.1 0.46

SimNet
BC w/o pers. & dest. 2.27 7.37 21.9 1.59 19.6 0.76

w/o pers. & dest. 1.34 3.69 13.6 1.46 19.2 0.54

BC 2.99 7.56 33.4 4.27 19.3 0.76

TrafficSim
w/o dynamics 0.72 55.18 48.0 1.73 18.9 0.45

inter. decoder 0.75 2.85 12.8 1.46 19.2 0.22

resample pers. 0.49 2.45 12.8 1.55 19.5 0.29

Table 4.3: Ablation on the WOMD validation split, a posteriori simulation K=1. All models are
trained for 24K iterations (48 hours).
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(a) A vehicle entering the parking lots.

(b) A cyclist crossing the road through the crosswalk.

Figure 4.5: Qualitative results of TrafficBots. In each sub-figure, left: predicted trajectories; right:
heat map of predicted destinations. Agent of interest and GT are in magenta. A priori predictions
are in cyan. A posteriori simulated trajectory is in yellow. The brightness is proportional to the
probability in the destination heat map.
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Qualitative results. Fig. 4.5 shows two examples of the prediction and simulation results.
In both cases, one of the a priori predictions matches the GT, whereas the a posteriori
simulation reconstructs the scenario with less deviation. With similar destinations but
sampled personalities, five predictions in Fig. 4.5a follow the lane with different speeds
and lane selections. With predicted destinations on both sides of the road, the cyclist in
Fig. 4.5b is predicted to either cross the road or follow the road edge.

4.6 Conclusions and Future Works

This paper presented TrafficBots, a multi-agent policy learned from motion prediction
datasets. Based on the shared, vectorized context and the individual personality and
destination, TrafficBots can generate realistic multi-agent behaviors in dense urban
scenarios. Besides the simulation, TrafficBots can also be used for motion prediction.
Evaluating on motion prediction tasks allows us to verify the simulation fidelity and
benchmark on a public leaderboard. Based on TrafficBots, we build a differentiable, data-
driven simulation framework, which in the future can serve as a platform to develop AD
planning algorithms, or as a world model to train E2E driving policies via reinforcement
learning [35] or model-based imitation learning [99]. Moreover, TrafficBots could also be
integrated as a module to generate human-like behaviors for bot agents in a game or a
full-stack AD simulator. Future work will investigate better network architectures and
training techniques, the downstream tasks, and combining data-driven traffic simulation
with neural rendering.
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Appendices

4.A Supplementary Video

The supplementary video for the paper is found here at https://youtu.be/2idvJOqbXeo.
This video contains more experimental results generated by TrafficBots. The video is
nicely edited and exhaustively commented. It includes two episodes, the first episode
highlights a vehicle making an U-turn on a narrow street, whereas the second episode is
at a busy intersection with traffic lights and a large number of traffic participants. For
each episode, we first show the results of a posteriori simulation and a priori motion
prediction, and then we inspect agents demonstrating the most interesting behaviors.
Besides the good cases, this video also presents the bad cases where our method failed to
generated realistic behavior.

4.B Dataset and Pre-Processing

We use the unfiltered 9-second datasets (scenario, not the filtered tf_example) from the
WOMD, these are: testing, testing_interactive, training, validation, validation_interactive.
The WOMD also provides a full-length training dataset training_20s, which includes the
original 20-second-long episodes. In contrast to the 9-second datasets which are clipped
from the 20-second-long episodes, episodes in the training_20s do not always have a fixed
length. Although we did not use the 20-second dataset, future works can take advantage
of it for simulation with a longer time horizon. We pre-process the dataset by first filtering
the map polylines:

1. Split the original map polylines into shorter polylines with maximum Nnode = 20
nodes one meter away from each other.

2. Remove polylines too far away from any agents.

3. Remove polylines that contain too few nodes.

4. Continue removing polylines based on the distance to agents, until the number of
remaining polylines is smaller than a threshold NM = 1024.

Then we filter the traffic lights which are associated with map polylines. A traffic light
will be filtered if its map polyline is removed. Finally we filter agents as follows:

1. Remove agents that are tracked for too few steps.

2. Remove agents that have small displacement and large distance to any of the
relevant agents marked by the WOMD or any of the map polylines. These agents
are mostly parking vehicles.

3. Remove vehicles that have small displacement but large yaw change, which are
caused by tracking errors.

4. Continue removing irrelevant agents based on the distance to relevant agents, until
the number of remaining agents is smaller than a threshold NA = 64.

https://youtu.be/2idvJOqbXeo
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After the filtering, we center the episode such that the position of the self-driving-car
is at (0, 0). The training episodes are randomly rotated by an angle between −π and
π, whereas the validation and testing episodes are unaffected. We smooth the agent
trajectories and fill in the missing steps via temporal linear interpolation. A pre-processed
episode has T = 91 steps and includes the following data:

1. Agent states

• agent/valid: [T, NA], Boolean mask.

• agent/pos: [T, NA, 2], x, y positions.

• agent/vel: [T, NA, 2], velocities in x, y directions.

• agent/spd: [T, NA, 1], m/s

• agent/acc: [T, NA, 1], m/s2

• agent/yaw_bbox: [T, NA, 1], rad.

• agent/yaw_rate: [T, NA, 1], rad/s.

2. Agent attributes

• agent/type: [NA, 3]; vehicle, pedestrian, cyclist.

• agent/role: [NA, 3], 3 types of role; self-driving-car, agent of interest, agent to
predict.

• agent/size: [NA, 3], length, width, height.

3. Map

• map/valid: [NM, Nnode], Boolean mask.

• map/type: [NM, 11], 11 types of polylines. They are freeway, surface_street,
stop_sign, bike_lane, road_edge_boundary, road_edge_median, solid_single,
solid_double, passing_double_yellow, speed_bump and crosswalk.

• map/pos: [NM, Nnode, 2], x, y position of nodes.

• map/dir: [NM, Nnode, 2], a 2D vector pointing to the next node.

4. Stop point of traffic lights

• tl_stop/valid: [T, NC], Boolean mask.

• tl_stop/state: [T, NC, 5], 5 types of states; unknown, stop, caution, go and
flashing.

• tl_stop/pos: [T, NC, 2], position of the stop point.

• tl_stop/dir: [T, NC, 2], direction of the stop point.

4.C Ground-Truth Destination

The GT destinations are not available in any motion prediction datasets. Therefore, we
use the following heuristics to approximate the GT destination of an agent:
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Figure 4.6: State encoders with different architectures.

• If the agent is a vehicle on a lane, i.e. the last observed pose of the agent is
close enough to a driving lane in terms of position and direction, then we find
the destination by randomly selecting one of the successors of that lane base on
the map topology. This step will be repeated multiple times. These agents are
vehicles driving on the road. In this case the type of the destination is either freeway,
surface_street or stop_sign.

• If the agent is a vehicle not on lane, then we extend the last observed pose with
constant velocity for 5 seconds. After that the road_edge_boundary polyline closest to
that extended position will be selected. These agents are mostly vehicles in parking
lots.

• For cyclists on bike lanes, we extend the last position with constant velocity and
find the closest bike_lane.

• For cyclists not on bike lanes or pedestrians, we find the road_edge_boundary
polyline closest to the position extended using constant velocity.

For the ablation we have a model trained with goal instead of destination. In this case the
goals are still polylines and the GT goals are still approximated using the aforementioned
method, with the exception that we do not extend the last observed position using map
topology or constant velocity. The map polyline closest to the last observed position will
be directly used as the goal. Unlike motion prediction methods [141, 142] that predict an
accurate goal and then simply fit a smooth trajectory towards the goal, our destination
is less informative such that the motion profile is determined solely by the policy. The
destinations are pre-processed and saved as agent attributes agent/dest : [NA]. We save
the indices of the corresponding map polyline, hence the value of agent/dest ranges from
1 to NM.

4.D Detailed Network Architecture

We use dropout probability 0.1 and ReLU activation.

State Encoders. The architecture of the state encoders discussed in the main paper are
visualized in Fig. 4.6.

Transformers. We use the Transformer encoder layer with cross-attention as shown in
Fig. 4.7. The layer norm is inside the residual blocks [215]. If the query, key and value
share the same tensor, then the cross-attention boils down to self-attention which is used
by the interaction Transformer.
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Query: Key, Value: 

Layer Norm Layer Norm

Multi-Head Attention 
Attn Mat Shape: 

Add

Layer Norm

2-Layer MLP

Add

Output: 

Figure 4.7: Transformer encoder layer with pre-layer-norm.

Combine Personality and Destination. As shown in Fig. 4.8, the personality, or the
destination, is injected to the intermediate state via concatenation, MLP and residual
sum. Since the personality is always valid, the masking is unnecessary for combining
personality. In terms of destination, the masking is based on a reached indicator. If the
destination is reached, then the output of the residual block will be masked such that the
intermediate states remain unchanged and the destination no longer affects the policy.

Action Heads. We use a two-layer MLP to predict the acceleration and the yaw rate
of each agent. We instantiate three action heads with the same architecture; one for
each type of agent. The outputs of action heads are normalized to [−1, 1] via the tanh
activation.

Dynamics. Following MultiPath++ [166] we use a unicycle dynamics with constraints on
maximum yaw rate and acceleration for all types of agents. For vehicles the acceleration
is limited to ±5 m/s and the yaw rate is limited to ±1.5 rad/s. For cyclists we use
±6 m/s, ±3 rad/s and for pedestrians ±7 m/s, ±7 rad/s. The outputs of action heads
are multiplied by the maximum allowed acceleration or yaw rate to obtain the final
actions.

Personality Encoder. The inputs to the map, traffic lights and interaction Transformer
of the personality encoder are reshaped differently. For the map encoder, we flatten
the agent states tensor with shape [B, T, NA] to [B, T × NA] and use it to query the map
with shape [B, NM]. This allows each agent at each time step to attend to the map
independently. For the traffic lights Transformer, the agent states tensor with shape
[B, T, NA] is flattened to [B× T, NA] and the traffic lights with shape [B, T, NC] is flattened
to [B× T, NC]. In this case, the agents states can only attend to the traffic lights from
the same time step. Similarly, inputs to the interaction Transformer are reshaped from
[B, T, NA] to [B× T, NA], such that an agent can only attend to other agents’ states from
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Figure 4.8: Combine personality/destination.

the same time step. We use two personality encoders with the same architecture to encode
the posterior and the prior personality respectively.

Latent Distribution of Personality. The personality encoder predicts the mean of a
16-dimensional diagonal Gaussian for each agent. The standard deviation is a learnable
parameter independent of any inputs. We initialize the log standard deviation to −2 for
all the 16 dimensions. The standard deviation parameter is shared by agents from the
same type (vehicle, pedestrian, cyclist).

Predicting Destinations. The destination of agent j depends only on the encoded map
M and its own encoded history states sj

−Th :0. Given Mi , the hidden feature of the ith

polyline of the encoded mapM, the logit pj
i for polyline i and agent j is predicted by

pj
i = MLP(Mi , GRU(sj

−Th :0)), where i ∈ {1, . . . , NM}, j ∈ {1, . . . , NA}.

Based on these logits, the destinations of agent j are represented by a categorical dis-
tribution with NM classes and the probability is obtained via softmax. After obtaining
the polyline index i, the predicted destination g is the encoded polyline feature Mi

indexed by i. The polyline indices of the GT destinations are saved during the dataset
pre-processing.

4.E Training Details

We use six 2080Ti GPUs for the training with a batch size of 4 on each GPU, i.e. the
total batch size is B = 24. Due to the large size of the WOMD training dataset, in each
epoch we randomly select 15% from the complete training and validation datasets. We



88 4 trafficbots

use the Adam optimizer with a learning rate of 4e-4. The learning rate is halved every 7
epochs. The model converges after about 30 epochs, that is almost a week. We predict
the posterior personality zpost using the posterior personality encoder and information
from t ∈ [−Th, Tf]. Similarly zprior is predicted using the prior personality encoder and
information from t ∈ [−Th, 0]. The logits of destinations are predicted using the encoded
mapM and the GT agent states ŝ−Th :0 from the past. From the logits we use softmax to

obtain a multi-class categorical distribution of the destination of each agent P1:NA
dest , which

has NM classes; one for each map polyline. During the training we rollout with the GT
destination and the posterior personality zpost. Our training loss has the following terms:

1. Reconstruction loss, which trains the model to reconstruct the GT states using the
posterior personality and the GT destination. It is a weighted sum of:

• A smoothed L1 loss between the predicted (x, y) positions and the GT posi-
tions.

• A cosine distance between the predicted yaw θ and the GT yaw θ̂, i.e. 0.5 ·
(1− cos(θ − θ̂)).

• A smoothed L1 loss between the predicted velocity and the GT velocity.

2. The KL divergence between the posterior and the prior personality, which trains
the prior to match the posterior and regularize the posterior at the same time. We
use free nats [118] to clip the KL divergence, i.e. if KL(zpost, zprior) is smaller than
the free nats, then the KL loss is not applied. We use a free nats of 0.01.

3. The cross entropy loss for destination classification. Since the GT destination is a
single class, this loss boils down to a maximum likelihood loss, i.e. the destination
distribution is trained to maximize the log-likelihood of the polyline index of the
GT destination.

4.F Inference Details

We use the GT destination and the most likely posterior personality for the a posteriori
simulation, hence the simulation is single modal in this case. For a priori simulation, i.e.
motion prediction, we generate multiple modes by randomly sampling the destination
distribution and the prior personality of each agent. For WOMD we generate K = 6
predictions. The first mode K0 is deterministic, which is generated using the most likely
destination and prior personality. We use this mode to inspect the most likely mode of
the joint future prediction. The score of each prediction, which is required by the WOMD
leaderboard, is the joint probability of the destination and the personality. We normalize
the score using softmax with temperature. The scores are computed with respect to
agents, not the joint future of all agents. For motion prediction where the future traffic
light states are not available, we use the last observed (i.e. from the current step t = 0)
light states for all prediction steps.



4.g more experimental results 89

test
soft

mAP ↑
mAP

↑
min

ADE ↓
min

FDE ↓
miss

rate ↓
overlap

rate ↓

DenseTNT N/A 0.165 1.142 2.490 0.535 0.231

SceneTransformer (J) N/A 0.119 0.977 2.189 0.494 0.207

Air2 N/A 0.096 1.317 2.714 0.623 0.247

HeatIRm4 N/A 0.084 1.420 3.260 0.722 0.284

Waymo LSTM N/A 0.052 1.906 5.028 0.775 0.341

TrafficBots (a priori) 0.113 0.111 1.669 4.514 0.681 0.220

valid TrafficBots
soft

mAP ↑
mAP

↑
min

ADE ↓
min

FDE ↓
miss

rate ↓
overlap

rate ↓

a priori (K=6) 0.102 0.100 1.670 4.514 0.677 0.221

GT sdc future (what-if ) 0.110 0.108 1.577 4.317 0.651 0.215

GT traffic light (v2x) 0.102 0.100 1.663 4.485 0.675 0.221

GT destination (v2v) 0.106 0.103 1.640 4.440 0.668 0.223

a posteriori (K=1) 0.188 0.188 1.085 2.313 0.602 0.165

Table 4.4: Performance on the Waymo (joint) interactive prediction leaderboard.

4.G More Experimental Results

In Table 4.4 we compare TrafficBots with other open-loop motion prediction methods on
the Waymo (joint) interactive prediction leaderboard, where the joint future of exactly
two agents shall be predicted and the metrics are evaluated at the scene-level, i.e. for
both agents at the same time. For a more detailed description on the task and the metrics,
please refer to the publication [134] or the homepage of the WOMD. Since our method
is essentially solving the joint future prediction, TrafficBots significantly outperforms
the baselines on this task. As shown in Table 4.4, we achieve overall better performance
than the LSTM baseline [134]. TrafficBots also perform better than HeatIRm4 [216], the
winner of the 2021 WOMD challenge, and Air2 [217], the honorable mention of the 2021
WOMD challenge, in terms of the mAP and the overlap rate, which are the most relevant
metrics used for the ranking. Our performance is comparable to SceneTransformer (J),
the joint version of SceneTransformer [162]. Compared to DenseTNT [142], we achieve
a lower overlap rate. As discussed in the main paper, our method suffers from larger
minADE/FDE and the performance can be improved given additional GT information.
These trends are also observed in Table 4.4. Although the (joint) interactive prediction
is a more favorable task for our method, we do not include Table 4.4 in the main paper
because this leaderboard is partially deprecated and hence less active, and the predictions
are restricted to two agents which significantly limits its application in the real world.





5
Real-Time Motion Prediction via Het-
erogeneous Polyline Transformer with
Relative Pose Encoding

The real-world deployment of an autonomous driving system requires its components
to run on-board and in real-time, including the motion prediction module that predicts
the future trajectories of surrounding traffic participants. Existing agent-centric methods
have demonstrated outstanding performance on public benchmarks. However, they
suffer from high computational overhead and poor scalability as the number of agents to
be predicted increases. To address this problem, we introduce the K-nearest neighbor
attention with relative pose encoding (Knarpe), a novel attention mechanism allowing the
pairwise-relative representation to be used by Transformers. Then, based on Knarpe we
present the Heterogeneous Polyline Transformer with Relative pose encoding (HPTR), a
hierarchical framework enabling asynchronous token update during the online inference.
By sharing contexts among agents and reusing the unchanged contexts, our approach
is as efficient as scene-centric methods, while performing on par with state-of-the-art
agent-centric methods. Experiments on Waymo and Argoverse-2 datasets show that
HPTR achieves superior performance among end-to-end methods that do not apply
expensive post-processing or model ensembling. The code is available at https://github.
com/zhejz/HPTR.

5.1 Introduction

Motion prediction is an important component of modular autonomous driving stack [2].
As the downstream module of perception [182, 218, 219] and the upstream module of
planning [100, 220, 221], the task of motion prediction [134, 135] is to predict the multi-
modal future trajectories of other agents next to the self-driving vehicle (SDV) based
on the heterogeneous observations, including for example high-definition (HD) maps,
traffic lights and other vehicles, pedestrians and cyclists. This is an essential task because

This chapter was published as a conference article: Zhejun Zhang, Alexander Liniger, Christos Sakaridis, Fisher Yu,
Luc Van Gool, “Real-Time Motion Prediction via Heterogeneous Polyline Transformer with Relative Pose Encoding”,
Advances in Neural Information Processing Systems (NeurIPS), 2023, doi: 10.3929/ethz-b-000643424
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(a) Dense traffic scenario (b) Agent-centric ROIs (c) Online inference (d) Trajectory aggregation

Figure 5.1: To efficiently predict the multi-modal future of numerous agents in dense traffic (5.1a),
HPTR minimizes the computational overhead by: (5.1b) Sharing contexts among target agents.
(5.1c) Reusing static contexts during online inference. (5.1d) Avoiding expensive post-processing
and ensembling.

without accurate and real-time prediction results [222], the planning module cannot safely
and comfortably navigate the SDV through highly interactive driving environments.

To achieve top performance on public motion prediction leaderboards [137, 138], state-of-
the-art (SOTA) methods [164, 165, 166, 167] leverage agent-centric vectorized representa-
tions and Transformer-based network architectures. However, the good performance of
these approaches comes at a cost of high computational overhead as illustrated in Fig-
ure 5.1. The most well-known problem of agent-centric approaches is the poor scalability
as the number of target agents grows in urban driving environments with dense traffic;
for example the busy intersection in Figure 5.1a. Although the agent-centric regions of
interest (ROI) in Figure 5.1b are largely overlapping, the same context is transformed to
the coordinate system of each target agent and independently saved and processed. This
causes a huge waste of computational resources, which is often neglected by prior works
because their experiments focus on offline inference that queries the prediction only once
given a scenario from the dataset. In contrast to offline inference, the motion prediction
module of a real-world SDV is continuously queried with streaming inputs during online
inference. For example, in Figure 5.1c, the prediction module is queried again shortly
after Figure 5.1a. Although most contexts remain unchanged after this short period of
time, existing methods would start inference from scratch without reusing the encoded
features of static contexts. Moreover, prior works often predict a massive number of
redundant trajectories and ensemble the outputs of numerous models, such that the final
output can be adjusted in favor of prediction diversity during the post-processing, as
illustrated in Figure 5.1d. Although these techniques significantly boost the performance
on public benchmarks, they should be sparingly used on a real-world SDV where the
computational resources are scarce and the raw predictions, rather than the heuristically
aggregated ones, are preferred by the downstream planning module.

To address these problems, our first step is to represent everything as heterogeneous
polylines [158]. Then we adopt the pairwise-relative representation [163, 169] and separate
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the local attribute from the global pose of each polyline. The local attribute specifies what
the polyline actually is and it will be shared or reused if possible. The global pose specifies
where the polyline is and it will be used to derive the pairwise-relative pose before being
processed by the neural networks. Considering polylines as tokens, our second step is
to introduce the K-nearest Neighbor Attention with Relative Pose Encoding (Knarpe)
module, which allows Transformers [159] to aggregate the local contexts for each token
via the local attributes and relative poses. While Knarpe enables context sharing among
agents, we further propose the Heterogeneous Polyline Transformer with Relative pose
encoding (HPTR), which emphasizes the heterogeneous nature of polylines in motion
prediction tasks. Based on Knarpe, HPTR uses hierarchical Transformer encoders and
decoders to separate the intra-class and inter-class attention, such that tokens can be
updated asynchronously during online inference. More specifically, for static polylines,
such as HD maps, their features will be reused, whereas for dynamic polylines, such as
traffic lights and agents, their features will be updated on demand.

Our contributions are summarized as follows: (1) We introduce Knarpe, a novel attention
mechanism that enables the pairwise-relative representation to be used by Transformer-
based architectures. (2) Based on Knarpe we propose HPTR, a hierarchical framework
that minimizes the computational overhead via context sharing among agents and
asynchronous token update during online inference. (3) Compared to SOTA agent-centric
methods, we achieve similar performance while reducing the memory consumption
and the inference latency by 80%. By caching the static map features during online
inference, HPTR can generate predictions for 64 agents in real time at 40 frames per
second. Experiments on Waymo and Argoverse-2 datasets show that our approach
compares favorably against other end-to-end methods which do not apply expensive
post-processing and ensembling.

5.2 Related work

Motion prediction is a popular research topic because it is an essential component of
modular autonomous driving stacks [2]. The task of motion prediction has been formu-
lated in different ways. In this paper, we focus on the most popular one: the marginal
motion prediction [145, 146, 148, 149, 223] where the multi-modal future trajectories are
predicted individually for each target agent [137, 138, 139]. In contrast to the marginal
formulation, joint motion prediction [209, 224, 225, 226] requires the multi-modal futures
to be simultaneously generated for all target agents from the same scenario [227, 228,
229]. Beyond the open-loop motion prediction tasks, behavior simulation [18, 112, 114]
is formulated in a closed-loop fashion where the future agent trajectories are simulated
by rolling out a learned policy [100, 140]. Numerous works have also investigated the
possibility to combine motion prediction with other modules, such as perception and
planning [41, 110, 213, 230], or to learn an end-to-end driving policy [26, 35, 131] mapping
sensor measurements directly to the actions or motion plans of the SDV.

Vectorized representation proposed by VectorNet [158] is widely used in recent works
because of its promising performance [165, 166, 167]. Depending on how the coordinate
system is selected, the vectorized representation falls into three categories: agent-centric,
scene-centric and pairwise-relative. The most popular one is the agent-centric representa-
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tion [164, 165, 166, 167] that transforms all inputs to the local coordinates of each target
agent. Despite its good performance, this approach suffers from poor scalability as the
number of target agents grows. To reduce the computational overhead, scene-centric rep-
resentation [162] shares the contexts among all target agents by transforming all inputs to
a global coordinate system, which is not tied to any specific agent but to the whole scene.
However, its performance is poor due to the lack of rotation and translation invariance.
In this paper we use the pairwise-relative representation, which is less often discussed
in prior works because it has not demonstrated any clear advantage. To the best of our
knowledge, there are three works using the pairwise-relative representation: HDGT [169],
GoRela [163] and HiVT [168]. HDGT and GoRela are based on Graph Neural Networks
(GNNs), and their implementation requires message passing and GNN libraries. How-
ever, these libraries are often less efficiently implemented on Graphics Processing Units
(GPUs) when compared to the basic matrix operations that Transformers rely on. HiVT
augments the agent-centric encoders with a pairwise-relative interaction decoder in order
to realize multi-agent prediction. In contrast to HiVT which uses agent-centric vectors
and the standard Transformer, we formulate all inputs as pairwise-relative polylines and
introduce the Knarpe attention mechanism. As a result, our HPTR demonstrates clear
advantages in terms of accuracy and efficiency. Replacing the vanilla attention with our
Knarpe, we can borrow ideas from other Transformer-based methods and adapt them
to the pairwise-relative representation. For example, the hierarchical architecture of our
HPTR is inspired by Wayformer [164]. More sophisticated architectures and techniques,
such as goal-based decoding [141, 142], can also be incorporated into our framework to
further boost the performance.

Rasterized representation was widely used in early works on motion prediction [147,
153, 154, 155]. These methods use convolutional neural networks (CNNs) to process
the rasterized image of agent-centric ROI. To improve the inference efficiency, some
works [146, 231, 232, 233] pre-compute the static map features and use rotated ROI
alignment [234] to retrieve the local contexts around the target agent. In this paper, our
Knarpe realizes this operation for pure Transformer-based architectures.

Transformers with attention mechanism [159] have achieved great success in natural
language processing [160, 235] and computer vision tasks [161, 236, 237]. Inspired
by the vision Transformers, we treat polylines as high-dimensional pixels; the local
attribute corresponds to color channels, whereas the global pose corresponds to the
pixel-wise location. We further extend the relative position encoding [238, 239] to higher
dimensions and rename it to relative pose encoding (RPE) in this paper. Although
the benefit of RPE is still controversial for other tasks [240, 241], its value for motion
prediction is demonstrated in this paper. Instead of using RPE, previous motion prediction
Transformers use everything as input, which is equivalent to concatenating the pixel-wise
location to the RGB channels. This is a very uncommon practice from the perspective of
vision Transformers.

5.3 Method

In Sec. 5.3.1 we introduce the pairwise-relative polyline representation which enjoys
the advantages of both the agent-centric and the scene-centric representation. Then in
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Figure 5.2: Pairwise-relative polyline representation. MP: Map. TL: Traffic lights. AG: Agents.

Sec. 5.3.2 we present the K-nearest Neighbor Attention with Relative Pose Encoding
(Knarpe) which enables the pairwise-relative polyline representation to be used by
Transformers. Based on Knarpe, we propose the Heterogeneous Polyline Transformer
with Relative pose encoding (HPTR) in Sec. 5.3.3. HPTR uses a hierarchical architecture to
prevent redundant computations and to realize the asynchronous update of heterogeneous
tokens. Finally in Sec. 5.3.4 we discuss our output representation and training strategies.

5.3.1 Pairwise-Relative Polyline Representation

Based on prior works [163, 169], we formulate the pairwise-relative polyline representation
as the third type of input representation for motion prediction. As shown in Figure 5.2a,
all data relevant to motion prediction can be represented as an ordered list of consecutive
vectors, i.e. polylines. By transforming the polyline to the coordinate frame of its global
pose as done in Figure 5.2b, a polyline is fully described by a pair of global pose and
local attribute. The global pose specifies the location and heading of the polyline in the
global coordinate system, whereas the local attribute describes the polyline in its local
coordinates, for example it is a yellow solid lane, 8 meters long, slightly curved to the
right. In practice, it does not matter where the lane is on the earth; we only care about
where the lane is relative to us. Hence, we obtain the relative poses from the global poses
as shown in Figure 5.2c, before feeding them to the prediction network. Specifically, the
global pose and local attribute of polyline i are denoted as (pi , ui). The global pose pi
has 3 degrees of freedom (x, y, θ), i.e. the 2D position and the heading yaw angle. The
local attribute ui is derived from ci , the intrinsic characteristics of the polyline, and li , the
polyline vectors represented in the local coordinate.

The task of marginal motion prediction is to predict the future 2D positions individually
for each target agent based on the static HD map (MP), the history trajectories of all
agents (AG) and the traffic lights (TL). For each scenario to be predicted, we consider
a maximum number of NMP map polylines, NTL traffic lights and NAG agents. We
define t = 0 to be the current step, {Th − 1, . . . , 0} to be the observed history steps and
{1, . . . , Tf} to be the predicted future steps. The static HD map are spatial polylines
(pMP

i , lMP
i , cMP

i ), i ∈ {1, . . . , NMP} where pMP
i ∈ R3 is its starting vector, lMP

i ∈ RNnode×4

are the 2D positions and directions of the Nnode segments normalized against pMP
i , and

cMP
i ∈ RCMP is the one-hot encoding of CMP different lane types. Polygonal elements, such

as crosswalks, are converted to a group of parallel polylines across the polygon. Similar
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to the map, history trajectories of agents are represented as spatial-temporal polylines
(pAG

i , lAG
i , cAG

i ), i ∈ {1, . . . , NAG} where pAG
i ∈ R3 is the last observed agent pose,

lAG
i ∈ RTh×(6+3) contains the history 2D positions, directions and velocities normalized

against pAG
i as well as the 1D speed, yaw rate and acceleration which do not need to be

normalized, and cAG
i ∈ R6 is the 3D agent size and the one-hot encoding of 3 agent types

(vehicle, pedestrian and cyclist). Following VectorNet [158], we use PointNet [242] with
masked max-pooling to aggregate (lMP

i , cMP
i ) into uMP

i ∈ RD and (lAG
i , cAG

i ) into uAG
i ∈

RD , where D is the hidden dimension. Since current datasets contain only the detection
results rather than the tracking results of traffic lights, we consider only the traffic lights
observed at t = 0 and represent them as singular polylines (pTL

i , cTL
i ), i ∈ {1, . . . , NTL}

where pTL
i ∈ R3 is the pose of the stop point and cTL

i ∈ RCTL is the one-hot encoding of
CTL different states of traffic lights. We use a multi-layer perceptron (MLP) to encode cTL

i
into uTL

i ∈ RD .

Because the local attributes are normalized and the global poses are used to compute the
relative poses before being consumed by the network, the pairwise-relative representation
preserves the viewpoint invariance of the agent-centric representation. Additionally, since
the local attributes have higher dimensions compared to the 3-dimensional global poses,
sharing the local attributes enables the pairwise-relative representation to maintain the
good scalability of the scene-centric representation. However, so far this representation
has only be exploited by GNNs, which are not comparable to Transformers in terms of
accuracy and efficiency on the motion prediction benchmarks [137, 138].

5.3.2 KNARPE: K-Nearest Neighbors Attention with Relative Pose Encoding

After encoding the local attributes via the polyline-level encoders, the scenario is now
described as (pi , ui), i ∈ {1, . . . , N} where N = NMP + NAG + NTL is the total number
of polylines. However, this representation cannot be handled by standard self-attention
because on the one hand modeling the all-to-all attention is prohibitively expensive [164]
due to the large N, and on the other hand the performance deteriorates when the
input is scene-centric [162]. To address both problems, we introduce the K-nearest
Neighbors Attention with Relative Pose Encoding (Knarpe). Similar to MTR [165],
Knarpe limits the attention to the K-nearest neighbors of each token. Specifically,
κK

i (di1, . . . , diN) ⊆ {1, . . . , N} is a set that contains the indices of K tokens closest to token
i. For simplicity, we use the L2 distance to measure the distance dij between the global
poses of token i and j. Instead of directly processing global poses, Knarpe uses the
relative pose encoding (RPE), i.e. the positional encoding for pairwise-relative poses.
Denoting rij = (xij, yij, θij) to be the global pose of token j represented in the coordinate
of token i, i.e. pj transformed to the coordinate of pi , the RPE of rij is computed using
sinusoidal positional encoding (PE) and angular encoding (AE) [112],

RPE(rij) = concat(PE(xij), PE(yij), AE(θij)),

PE2i(x) = sin(x ·ω 2i
D ), PE2i+1(x) = cos(x ·ω 2i

D ),

AE2i(θ) = sin (θ · (i + 1)) , AE2i+1(θ) = cos (θ · (i + 1)) , i ∈ {0, . . . , D/2− 1},
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where ω is the base frequency. Following [239], the RPE is projected and added to the
keys and values to obtain zi , the output of letting token i attend to its K neighbors κK

i ,

zi = Knarpe

(
ui , uj, rij | j ∈ κK

i

)
= ∑

j∈κK
i

αij

(
ujWv + bv+RPE(rij)Ŵv + b̂v

)
,

αij =
exp(eij)

∑k∈κK
i

exp(eik)
, eij =

(uiWq + bq)(ujWk + bk+RPE(rij)Ŵk + b̂k)
√

D
,

where αij are the attention weights, eij are the logits, W{q,k,v}, b{q,k,v} are the learnable
projection matrices and biases for query, key and value, and Ŵ{k,v}, b̂{k,v} are the learnable
projection matrices and biases for RPE. We do not apply RPE to query because doing this
does not boost the performance in our experiments.

Efficient implementation of Knarpe can be achieved using basic matrix operations such
as matrix indexing, summation and element-wise multiplication. See the appendix for
more details. Knarpe allows the pairwise-relative representation to be used by pure
Transformer-based architectures. Self-attention with Knarpe aggregates the local context
for each token in the same way as CNN aggregates the context around each pixel via
convolutional kernels. The pixel corresponds to the token, whereas the kernel size of a
CNN corresponds to the number of neighbors of Knarpe. Cross-attention with Knarpe

enables rotated ROI alignment of pre-computed features, e.g. the static map features.
Previously, this was only possible for CNN-based [146, 232] and GNN-based [163, 169]
methods.

5.3.3 HPTR: Heterogeneous Polyline Transformer with Relative Pose Encoding

By replacing the standard multi-head attention [159] with our Knarpe, we construct Trans-
former encoders and decoders which can model the interactions between heterogeneous
polylines via relative poses and local attributes. To address the marginal motion predic-
tion task involving HD map, traffic lights and agents, we propose the Heterogeneous
Polyline Transformer with Relative pose encoding (HPTR) as shown in Figure 5.3. Since
the temporal dimension is eliminated by the polyline-level encoder [158], HPTR models
only the spatial relationship between tokens from different classes.

Firstly in Figure 5.3a, the intra-class Transformer encoders build a block diagonal attention
matrix that models the interactions within each class of tokens. Then in Figure 5.3b,
the inter-class Transformer decoders enhance the traffic lights tokens by making them
attend to the map tokens, whereas the agent tokens are enhanced by attending to both
the traffic lights and map tokens. The intuition behind this is the hierarchical nature
of traffic; first there is only the map, then the traffic lights are added and finally the
agents join. Intuitively, the map influences the interpretation of traffic lights but not
vice versa, whereas map and traffic lights together influence the behavior of agents but
not vice versa. After the inter-class Transformer decoders, the all-to-all Transformer
encoder in Figure 5.3c builds a full attention matrix allowing tokens to attend to each
other irrespective of their class. Finally, each agent token is concatenated with NAC
learnable anchors, which are shared among each type of agent. Since the task is marginal
motion prediction, we batch over agents and anchors, i.e. now the number of anchor
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Figure 5.3: The hierarchical architecture of HPTR. Transformers are applied in sequential order
from left to right, top to down. Some attentions are redundant and can be skipped for better
efficiency. We propose the lower triangular attention matrix, which excludes the intra-TL, intra-AG
and all-to-all self-attentions (the transparent parts). By removing the redundant attentions, this
specific lower triangular architecture enables asynchronous token update during online inference.
TF: Transformer. Attn: Attention. MP: Map. TL: Traffic lights. AG: Agents.

tokens is NAG · NAC. Then the anchor-to-all Transformer decoder in Figure 5.3d lets
each of these anchor tokens attend to all tokens so as to aggregate more contextual
information. The final output is denoted as ẑAG

i , i ∈ {1, . . . , NAG · NAC}, and it is used to
generate the multi-modal future trajectories. We set the number of neighbors to K for the
intra-class and all-to-all Transformers. This number K is multiplied by γTL, γAG and γAC
respectively for the enhance-TL, enhance-AG and AC-to-all Transformers, such that these
Transformers can have a larger receptive field.

HPTR organizes the Transformers in a hierarchical way such that some of the intermediate
results can be cached and reused during the online inference; for example the outputs of
the intra-MP Transformer, i.e. the static map features. This allows tokens from different
classes to be updated asynchronously, which significantly reduces the online inference
latency. We can further improve the efficiency without sacrificing the performance by
trimming the redundant attentions. The attention matrices shown in Figure 5.3a, 5.3b
and 5.3c are overlapping, which means some relationships are repeatedly modeled, such
as the agent-to-agent self-attention. We propose to remove the intra-TL, intra-AG and all-
to-all Transformer, while keeping the intra-MP, enhance-TL and enhance-AG Transformer.
These three Transformers together build a lower triangular attention matrix which is
necessary and sufficient to model the relationship between map, traffic lights and agents.
Our approach can be seen as an extension to Wayformer [164] which does not introduce
the inter-class Transformer decoders. We can trim Figure 5.3 differently and cast HPTR
into the Wayformer. Specifically, Wayformer with late fusion corresponds to HPTR with
diagonal attention matrix (only intra-class TF), Wayformer with early fusion corresponds
to HPTR with full attention matrix (only all-to-all TF) and Wayformer with hierarchical
fusion corresponds to HPTR with the diagonal followed by the full attention matrix.

5.3.4 Output Representation and Training Strategies

We follow the common practice [164, 165, 166] to represent the outputs as a mixture
of Gaussians and train with hard assignment. The multi-modal future trajectories for
each agent are generated by decoding ẑAG

i , i ∈ {1, . . . , NAG · NAC} via two MLPs; the
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confidence head and the trajectory head. The confidence head predicts a scalar confidence
of each trajectory. Besides the Gaussian parameters of 2D positions (µx , µy, σx , σy, ρ) at
each future time step, our trajectory head predicts also the yaw angles, speeds and 2D
velocities. We use the cross entropy loss for confidences, negative log-likelihood loss
for 2D positions, negative cosine loss for yaw angles and Huber loss for speeds and 2D
velocities. The final training loss is the unweighted sum of all losses. Following the
hard-assignment strategy, for each agent we optimize only the predicted trajectory that is
closest to the ground truth in terms of 2D average displacement error. Please refer to the
appendix for more details.

5.4 Experiments

5.4.1 Experimental Setup

Benchmarks. We benchmark our method on the two most popular datasets: the Waymo
Open Motion Dataset (WOMD) [134] and the Argoverse-2 motion forecasting dataset
(AV2) [135]. Both datasets have an online leaderboard for marginal motion prediction.
However, their task descriptions are slightly different. For each scenario, WOMD evaluates
the predictions of up to 8 agents, whereas AV2 evaluates only one agent. Both datasets
require exactly 6 futures to be predicted for each target agent. The sampling time is 0.1
seconds for both datasets. The history length is 11 steps for WOMD and 50 steps for
AV2, whereas the future length is 80 steps for WOMD and 60 steps for AV2. We use
the official evaluation tool of the leaderboards to compute the metrics. For the WOMD
leaderboard [137], the ranking metric is soft mAP; for the AV2 leaderboard [138], it is
brier-minFDE. Please refer to the leaderboard homepages for more details about the
dataset and evaluation metrics.

Implementation details. We use Transformer with pre-layer normalization [215] for
HPTR. For each episode, we consider NMP = 1024 map polylines, NTL = 40 traffic light
stop points and NAG = 64 agents. Each polyline contains up to Nnode = 20 one-meter-
long segments. The base number of neighbors considered by Knarpe is K = 36. This
number is multiplied by γTL = 2, γAG = 4 and γAC = 10 respectively for the enhance-TL,
enhance-AG and AC-to-all Transformer. We set NAC = 6 to predict exactly 6 futures as
specified by the leaderboard. We do not apply ensembling or expensive post-processing
such as trajectory aggregation. Our post-processing manipulates only the confidences.
To improve the soft mAP, we use the non-maximum suppression of MPA [243] for the
WOMD leaderboard. To improve the brier-minFDE, we set the softmax temperature to
0.5 for the AV2 leaderboard. More details are provided in the appendix.

Training details. Thanks to the viewpoint invariance of the pairwise-relative represen-
tation, no data augmentation or input permutation is needed for the training of HPTR.
We use AdamW optimizer with an initial learning rate of 1e-4 and decaying by 0.5 every
25 epochs. We train with a total batch size of 12 episodes on 4 RTX 2080Ti GPUs. For
WOMD, we randomly sample 25% from all training episodes at each epoch; for AV2 we
use 50%. Our final models are trained for 120 epochs for WOMD and 150 epochs for
AV2. The complete training takes 10 days. For WOMD, the SDV agents, agents of interest
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WOMD test repr.
soft

mAP ↑
mAP

↑
min

ADE ↓
min

FDE ↓
miss

rate ↓
*†MTR-Adv-ens [165] AC 0.4594 0.4492 0.5640 1.1344 0.1160
*†Wayformer [164] AC 0.4335 0.4190 0.5454 1.1280 0.1228
*MTR [165] AC 0.4216 0.4129 0.6050 1.2207 0.1351
*†MultiPath++ [166] AC N/A 0.4092 0.5557 1.1577 0.1340

HPTR (Ours) PR 0.3968 0.3904 0.5565 1.1393 0.1434

MPA [243] (MultiPath++) AC 0.3930 0.3866 0.5913 1.2507 0.1603

HDGT [169] PR 0.3709 0.3577 0.7676 1.1077 0.1325

Gnet [244] AC 0.3396 0.3259 0.6207 1.2391 0.1718

SceneTransformer [162] SC N/A 0.2788 0.6117 1.2116 0.1564

WOMD valid repr.
soft

mAP ↑
mAP

↑
min

ADE ↓
min

FDE ↓
miss

rate ↓

HPTR (Ours) PR 0.4222 0.4150 0.5378 1.0923 0.1326

MTR-e2e AC N/A 0.3245 0.5160 1.0404 0.1234

AV2 test repr.
brier-

minFDE6 ↓
minFDE6

↓
minFDE1

↓
minADE6

↓
miss

rate6 ↓
*ProphNet [167] AC 1.88 1.33 4.74 0.68 0.18
†Gnet [244] AC 1.90 1.34 4.40 0.69 0.18
†TENET [245] AC 1.90 1.38 4.69 0.70 0.19
*MTR [165] AC 1.98 1.44 4.39 0.73 0.15

GoRela [163] PR 2.01 1.48 4.62 0.76 0.22

HPTR (Ours) PR 2.03 1.43 4.61 0.73 0.19

THOMAS [224] AC 2.16 1.51 4.71 0.88 0.20

HDGT [169] PR 2.24 1.60 5.37 0.84 0.21

Table 5.1: Results on the marginal motion prediction leaderboards of WOMD and AV2. Both
tables are sorted according to the ranking metric such that the best performing method is on the
top. The ranking metric is soft mAP for WOMD, and brier-minFDE6 for AV2. † denotes ensemble. *
denotes predicting more futures than required. SC: scene-centric. AC: agent-centric. PR: pairwise-
relative.
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and agents to be predicted are used for optimization. For AV2, the SDV agents, scored
agents and focal agents are used for optimization. To address the imbalance between
agent types, for WOMD we additionally optimize for pedestrians and cyclists which are
tracked for at least 4 seconds.

5.4.2 Benchmark Results

In Table 5.1 we benchmark our approach on the public leaderboards of WOMD and
AV2. From the leaderboard we observe that using ensemble and predicting redundant
trajectories can increase the prediction diversity and hence improve the soft mAP, brier-
minFDE and miss rate. For example, MTR-Adv-ens aggregates the outputs of 7 ablation
models, each predicting 64 futures. Besides the exaggerated large number of redundant
predictions, it is also non-trivial to aggregate them into 6 predictions. Some works use K-
means clustering while the others use non-maximum suppression; both involve heuristic
parameter fine-tuning. Since our framework is dedicated to real-world autonomous
driving, applying these computationally expensive techniques is contradictory to our
motivation. For a fair comparison, we focus on end-to-end methods which do not apply
these techniques. On the WOMD dataset, we achieve SOTA performance among the
end-to-end methods, including MTR-e2e, the end-to-end version of MTR, and MPA, the
end-to-end version of MultiPath++. Specifically, HPTR outperforms the pairwise-relative
HDGT and the scene-centric SceneTransformer by a large margin in all metrics. We also
show competitive performance on the AV2 leaderboard. We achieve better performance
in all metrics except the brier-minFDE compared to GoRela, which uses GNNs to tackle
the pairwise-relative representation. Since there exists a performance gap while adapting
from one dataset to another and we choose WOMD to be our main benchmark, our
performance on the AV2 leaderboard could be further improved by fine-tuning the
hyper-parameters for the AV2 dataset.

5.4.3 Ablation Study

In Table 5.2 we ablate different input representations and hierarchical architectures. The
scene-centric baseline, HPTR SC, uses the architecture of our HPTR and the input rep-
resentation of SceneTransformer [162]. The agent-centric baseline, WF baseline, is our
reimplementation of the Wayformer [164] with multi-axis attention and early fusion. Both
baselines achieve their expected performances compared to their original implementa-
tions. The large performance gap between HPTR SC and other models confirms the
disadvantage of scene-centric representation. The agent-centric baseline requires more
training iterations. After convergence, its performance is on par with our HPTR. To ablate
the hierarchical architecture, we implement three variations of HPTR; each corresponds
to a fusion strategy investigated by Wayformer. The full attention corresponds to the
early fusion, diagonal corresponds to late fusion, and HPTR with diagonal followed by
full attention corresponds to Wayformer with hierarchical fusion. While the early fusion
performs the best for Wayformer, for HPTR the lower triangular attention we proposed
outperforms both the early and the late fusion by a significant margin. The performance
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WOMD valid
input

repr.

intra

MP

intra

TL/AG

enhance

TL/AG

all

2all
minFDE ↓ soft mAP ↑

HPTR (Ours) PR ✓ × ✓ × 1.145± 0.016 0.399± 0.010

WF baseline (100-epoch) AC × × × ✓ 1.161± 0.006 0.397± 0.007

HPTR diag+full (WF hier) PR ✓ ✓ × ✓ 1.156± 0.014 0.391± 0.002

HPTR diag (WF late) PR ✓ ✓ × × 1.169± 0.013 0.387± 0.012

HPTR full (WF early) PR × × × ✓ 1.158± 0.093 0.386± 0.041

WF baseline AC × × × ✓ 1.212± 0.019 0.378± 0.014

HPTR SC SC ✓ × ✓ × 1.687± 0.046 0.246± 0.005

Table 5.2: Ablation on the valid split of WOMD. The table is sorted according to the soft mAP such
that the best-performing method is on the top. Performances are reported as the mean plus-minus
3 standard deviations over 3 training seeds. Models are trained for 60 epochs if not otherwise
mentioned. WF: Wayformer. SC: scene-centric, AC: agent-centric, PR: pairwise-relative.

of hierarchical fusion is slightly worse than ours, but its inference latency is significantly
longer because of the redundancy in its attention matrices.

5.4.4 Efficiency Analysis and Qualitative Results

In Figure 5.4 we compare the computational efficiency of the ablation models presented
in Table 5.2. As discussed in prior works [164, 165], one of the major drawbacks of
agent-centric approaches is the poor scalability, which is reflected by the large slope of the
memory and latency curves of our WF baseline. On the RTX 2080Ti, it can handle only
up to 48 agents while the inference latency is 140ms. On the contrary, the scene-centric
baseline is extremely efficient, but it suffers from poor accuracy. Our HPTR takes the
best of both approaches. In terms of efficiency, our HPTR is comparable to the scene-
centric approaches, while our performance is on par with the agent-centric approaches.
Compared to the scene-centric baseline, the GPU memory consumption and the inference
latency of HPTR are slightly higher because for each new agent, we have to compute its
relative pose to all existing tokens. Compared to the hierarchical architectures introduced
by Wayformer, HPTR with our lower triangular attention achieves the best trade-off
between accuracy and latency. By reusing the static map features during the online
inference, our HPTR predicts the multi-modal futures for 64 agents in 37ms without
the use of inference libraries. Narrowing the receptive field, for example by reducing
λAC from 10 to 8, can improve the inference speed but the accuracy might be affected
in some cases. Using half precision at inference time can reduce the latency to 25ms (40
fps) without affecting the accuracy. Compared to the most efficient agent-centric method
Wayformer, we reduce the memory consumption and the online inference latency by 80%
without sacrificing the accuracy.
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Figure 5.4: HPTR efficiency analysis. HPTR is as efficient as scene-centric methods in terms of
GPU memory consumption and inference latency, while being as accurate as agent-centric methods.
We use standard Ubuntu, Python and Pytorch without optimizing for real-time deployment. We
predict one scenario at each inference time on one 2080Ti, i.e. we batch over scenarios and the
batch size is 1. The number of context agents is the same as the number of predicted agents for
all experiments. During offline inference, every inference starts from scratch, while during online
inference, we cache and reuse the static map features. Specifically, we repeat the inference of
the same scenario for 100 times to simulate online inference, where the static map features are
computed at the first step and reused for the next 99 steps.
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Figure 5.5: Efficiency comparison with HDGT. We run their official repository on our machine
with a single 2080Ti. The left plot shows that HDGT achieves good scalability in terms of GPU
memory consumption as expected. The middle plot shows that the offline inference latency (with
batch size 1) of HDGT scales well, but it is significantly larger than that of other Transformer-based
methods. The right plot shows the inference times for the complete WOMD validation split (64
agents per episode) with different validation batch sizes. It confirms the inference speed reported
in the original HDGT paper is correctly reproduced on our setup. Our setup is faster because it
has a more powerful CPU.
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(a) Vehicle (b) Pedestrian (c) Cyclist

Figure 5.6: Qualitative results of HPTR. For each type of agent we show a successful case (top)
and a failure case (bottom). The intersections are cluttered because we visualize traffic lights by
overlaying the lanes they control with their color. The ground truth is in orange. The target agent
and the predictions are in cyan. The most confident prediction has the least transparent color, the
thickest line and the biggest cross. Please refer to the appendix for a detailed explanation of the
visualization.

In Figure 5.5 we compare the computational efficiency of our method with the GNN-
based pairwise-relative methods. Currently there are two such methods, GoRela [163]
and HDGT [169]. While HDGT does not match the prediction accuracy of GoRela or our
method, it is worth noting that GoRela is not open-sourced, whereas HDGT is. Therefore,
we use HDGT in this efficiency comparison. The left plot of Figure 5.5 confirms the
good scalability of HDGT in terms of GPU memory. This is expected because it uses
the pairwise-relative representation. In the middle plot, we can observe that HDGT is
slower than both our HPTR and our agent-centric Wayformer baseline in terms of offline
inference speed. To confirm that HDGT runs correctly on our setup, in the right plot we
reproduce the inference time of HDGT on the complete WOMD validation split with
different validation batch size and we compare the reproduce numbers with the reported
number in the HDGT paper. The slow inference speed of GNN-based methods such
as HDGT is mainly because GNN libraries cannot utilize the GPU as efficiently as the
basic matrix operations do. Our KNARPE is implemented with the most basic matrix
operations, hence it is better suited for real-time and on-board applications.

Figure 5.6 illustrates the qualitative results of our HPTR. For each type of agent, we select
a successful case where the most confident prediction matches the ground truth, and a
failure case to show the limitation of our method. In the successful cases, we observe
the vehicle stops at the red light, the pedestrian walks along the road edge with another
person, and the cyclist rides across the road via the crosswalk. Although in the failure
cases the most confident prediction deviates from the ground truth, we are encouraged
to see that our predictions are still reasonable. The failure cases can be addressed by
improving the prediction diversity via goal-conditioning, which is orthogonal to our
contributions.
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5.5 Conclusion

In this paper we introduce a novel attention module, Knarpe, that allows the pairwise-
relative representation to be used by Transformers. Based on Knarpe, we present a
pure Transformer-based framework called HPTR, which uses hierarchical architecture
to enable asynchronous token update and avoid redundant computations. While agent-
centric methods suffer from poor scalability and scene-centric methods suffer from poor
accuracy, our HPTR gets the best from both worlds. Experiments on the two most popular
benchmarks show that our approach achieves superior performance, while satisfying the
real-time and on-board requirements of real-world autonomous driving.

Limitations. The poses in this work reside on a 2D plane, which can be extended to
the 3D space in the future. For simplicity, we use L2 distance to obtain the K-nearest
neighbors. Future works can explore more sophisticated distances which involve map
topology. Currently we use the most basic anchor-based decoder which has limited
diversity. This can be improved by using more advanced decoding techniques, such as
goal-conditioning. In this paper we focus on marginal motion prediction. It would be
interesting to investigate the potential of our approach in other prediction tasks.
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Appendices

5.A Output Representation and Training Strategies

For each anchor token ẑAG
i , i ∈ {1, . . . , NAG ·NAC}, the confidence head predicts the logits

pk, k ∈ {1, . . . , 6}, whereas the trajectory head predicts 6 trajectories, each of which is
represented as (µt

x , µt
y, log σt

x , log σt
y, ρt, vt

x , vt
y, θt, st), t ∈ {1, . . . , Tf }, i.e. the mean of the

Gaussian in x, y, the log standard deviation of the Gaussian in x, y, the correlation of the
Gaussians, the velocity in x, y, the heading angle and the speed. We denote the ground
truth as (x̂, ŷ, v̂x , v̂y, θ̂, ŝ). The negative log-likelihood loss for position is formulated as

Lpos = − logN (x̂, ŷ | µx , µy, σx , σy, ρ).

The negative cosine loss for the heading angle is formulated as

Lrot = − cos(θ̂ − θ).

The Huber loss for velocities and speed is formulated as

Lvel = Lδ(v̂x − vx) + Lδ(v̂y − vy) + Lδ(ŝ− s),

where Lδ is the Huber loss. We use δ = 1 for all Huber losses. The final regression loss
for a trajectory is the unweighted sum

Ltraj = Lpos + Lrot + Lvel,

which is averaged over the future time steps where the ground truth is available. We
use a hard assignment strategy, i.e. among the 6 predictions of each agent we select
the one that is closest to the ground truth in terms of average displacement error and
optimize only for that prediction. Denoting the index of this prediction as k̂, we train the
confidence head via the cross entropy loss by taking k̂ as the ground truth:

Lconf = − log
exp(pk̂)

∑6
i=1 exp(pi)

.

The final training loss for the complete model is the unweighted sum

L = Ltraj + Lconf.

Our output representation and training strategies are the same as prior works [164, 165,
166], except for the auxiliary losses on velocities, speeds and heading angles.

5.B Implementation Details

5.B.1 Knarpe Implementation

Figure 5.7 shows how Knarpe is implemented with the most basic matrix operations, i.e.
matrix indexing, summation and element-wise multiplication.
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Figure 5.7: KNARPE implementation. In contrast to most GNNs, Knarpe is implemented with
the most basic matrix operations. The tensor size is shown in the brackets, where B is the batch
size, M is the source (src = q) sequence length, N is the target (tgt = k = v) sequence length, K in
the number of neighbors, D is the hidden dimension.

5.B.2 Network Architectures

We use ReLU activation and set the hidden dimension D to 256. Our Knarpe is im-
plemented with multi-head attention with 4 heads. We use Transformer with pre-layer
normalization [215] with a dropout rate of 0.1. The feed-forward hidden dimension of
Transformers is set to 1024. The base frequency ω of the sinusoidal positional encoding is
set to 1000. We train a single model for all types of agents, while each type of agent has
its own anchors. The polyline-line level PointNet and MLPs have 3 layers, the intra-MP
Transformer encoder has 6 layers, and the inter-class as well as the AC-to-all Transformer
decoders, have 2 layers. Our HPTR has 15.2M trainable parameters in total. The same
setup is used for both the WOMD dataset and the AV2 dataset.

In the following, we report the configuration of ablation models. The HPTR with diagonal
attention has 6 layers of intra-MP, 3 layers of intra-TL and 3 layers of intra-AG Transformer.
It has 15.4M trainable parameters. The HPTR with full attention has 6 layers of all-to-
all and 6 layers of AC-to-all Transformer. It has 15.2M parameters. The HPTR with
diagonal followed by full attention has 6 layers of intra-MP, 2 layers of intra-TL, 2 layers
of intra-AG, 2 layers of all-to-all and 2 layers of AC-to-all Transformer. It has 15.4M
trainable parameters. Both the HPTR with full attention and the HPTR with diagonal
followed by full attention have to be trained on GPUs with 24GB of VRAM (RTX 3090 in
our case) because they require more GPU memory at training time. The scene-centric
baseline uses the scene-centric representation and the standard Transformer. Following
SceneTransformer [162], the input 2D positions and 2D directions are pre-processed using
sinusoidal positional encoding. The base frequency is set to 1000 for 2D positions and 10
for 2D directions. The output dimension of the positional encoding is 256. This model
has 13M trainable parameters. The agent-centric baseline closely follows Wayformer [164].
It has 6 layers of all-to-all Transformer and 8 layers of AC-to-all Transformer. The number
of latent queries is 192. The learning rate starts at 2e-4 and it is multiplied by 0.5 every 20
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epochs. The training of the agent-centric baseline takes 100 epochs to converge. We do
not use auxiliary losses on velocities, speeds and yaw angles to train this model. This
model has 15.6M trainable parameters.

5.B.3 Pre-Processing and Post-Processing

Our pre-processing and post-processing closely follow MPA [243]. The post-processing
manipulates only the confidences via greedy non-maximum suppression. The distance
threshold is 2.5m for vehicles, 1m for pedestrians and 1.5m for cyclists. We use the
average displacement error to compute the distance between predicted trajectories. For
AV2 we simply use softmax with a temperature of 0.5 instead of doing non-maximum
suppression.

Training Details

Due to the large size of motion prediction datasets, each epoch would take a very long
time if trained on the complete training split. In order to track losses more frequently,
we randomly sample a fraction of all training data in each epoch. This is equivalent to
using the complete training dataset if the training runs for many epochs. We observe a
statistically significant correlation between the model performance and the initialization
of anchors. We recommend to use a large variance for the initialization distributions.
Specifically, we use Xavier initialization and multiply the initialized values by 5.

Our final models for the leaderboard submission are trained for 10 days and models
for ablation and development are trained for 5 days. This long training time is because
on the one hand WOMD is a very large-scale dataset, and on the other hand we only
use 4 RTX 2080Ti GPUs for the training. While comparing the wall time duration of
training, the computational resources should be taken into consideration. As a reference,
HDGT [169] uses 8 V100 and trains for 4-5 days, GoRela [163] uses 16 GPUs (model not
specified but most likely A100/V100), MTR [165] uses 8 RTX 8000, Wayformer [164] uses
16 TPU v3 cores and ProphNet [167] uses 16 V100. All of these methods use a much
higher number of more powerful GPUs than we use. Given comparable computational
resources, the training time of our method could be reduced to 1-2 days. In terms of
sample efficiency, our method is on par with other methods. As shown in Figure 5.8, our
HPTR converges after 15 epochs (5 days) and our final model is trained for 30 epochs (10
days) on WOMD. As a reference, HDGT is trained for 30 epochs, MTR is trained for 30
epochs and ProphNet is trained for 60 epochs on WOMD.

5.C Explanation of the Visualization

We use white line for lane centers of freeway, aluminium line for lane centers of surface
street, dark orange line for stop sign, chocolate line for lane centers of bike lane, dark
blue line for road edges boundary, dark plum line for road edges median, butter line for
all types of broken road lines, magenta line for all types of solid single road lines, scarlet
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Figure 5.8: The validation mAP and minFDE logged during the training of our HPTR. The
training runs on 4 RTX 2080Ti GPUs. The gray curve is trained for 5 days and the green curve
continues the training for another 5 days. At each epoch, we sample 25% of the complete training
split so as to do validation and log metrics more frequently. As a consequence, the effective
epoch of these plots should be divided by 4, i.e. in the first 5 days we actually go through the
complete WOMD training split 15 times. As we can see, training models for 5 days is enough for
development. Only the models for the final leaderboard submission are trained for 10 days. The
training can be speeded up given more computational resources.

red line for all types of double road lines, chameleon line for speed bumps and entrances
to driveways, sky blue line for crosswalks.

The intersections are cluttered because we visualize traffic lights by overlaying the lanes
they control with their color: red line for stop light state, yellow line for caution light
state, green line for go light state, light aluminum line for unknown light state, violet line
for flashing light state.

The ground truth is in orange. The target agent and the predictions are in cyan. Confi-
dence are reflected by the transparency and thickness of the trajectory. The most confident
prediction has the least transparent color, the thickest line and the biggest cross.
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model description
concat

RPE

query

RPE

train on

2080ti

mem%

on 3090

Min

FDE ↓
Soft

mAP ↑

ours × × ✓ 58.2 1.143± 0.039 0.401± 0.007

ours without q, k, v bias × × ✓ 58.2 1.140± 0.021 0.396± 0.009

add proj. RPE to proj. q, k, v × ✓ OOM 66.2 1.144± 0.036 0.397± 0.006

concat. RPE to k, v ✓ × OOM 71.6 1.138± 0.026 0.395± 0.006

concat. RPE to q, k, v ✓ ✓ OOM 90.5 1.133± 0.024 0.396± 0.006

Table 5.3: Ablation on WOMD valid split. We study different ways to incorporate the RPE into
the dot-product attention. Performance is reported as the mean plus-minus 3 standard deviations
over 3 training seeds. Models are trained for 60 epochs. OOM: out of memory. q: query. k: key. v:
value.

minFDE6

↓
minFDE1

↓
minADE6

↓
minADE1

↓
Miss Rate6

↓
Miss Rate1

↓
brier-

minFDE6 ↓

1.43 4.61 0.73 1.84 0.19 0.61 2.03

Table 5.4: Complete results of our HPTR on the AV2 test split.

5.D Additional Ablation Studies

In Table 5.3 we ablate different ways to incorporate RPE into the dot-product attention.
The differences are insignificant in terms of performance. However, our approach, i.e.
adding projected RPE to projected key and value, consumes less memory at training time.
We use this setup in our main paper because it can be trained on the RTX 2080 Ti GPUs
(12GB VRAM), which are more accessible than the RTX 3090 GPUs (24GB VRAM) in
practice.

5.E Additional Quantitative Results

In Tables 5.5, 5.6, and 5.4, we provide the complete results of our HPTR on the AV2 test
split, the WOMD test split, and the WOMD valid split, respectively.
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Object

Type

Measurement

Time (s)

Soft

mAP ↑
mAP

↑
Min

ADE ↓
Min

FDE ↓
Miss

Rate ↓
Overlap

Rate ↓

Vehicle 3 0.5631 0.5475 0.2795 0.4997 0.0927 0.0190

Vehicle 5 0.4687 0.4623 0.5714 1.1020 0.1297 0.0415

Vehicle 8 0.3697 0.3664 1.0739 2.2753 0.1787 0.0915

Vehicle Avg 0.4671 0.4587 0.6416 1.2923 0.1337 0.0507

Pedestrian 3 0.4534 0.4427 0.1637 0.3111 0.0676 0.2408

Pedestrian 5 0.3422 0.3370 0.3220 0.6616 0.0938 0.2648

Pedestrian 8 0.2792 0.2751 0.5722 1.2778 0.1248 0.2952

Pedestrian Avg 0.3582 0.3516 0.3526 0.7502 0.0954 0.2669

Cyclist 3 0.4334 0.4267 0.3266 0.6078 0.1859 0.0494

Cyclist 5 0.3587 0.3552 0.6166 1.2085 0.1922 0.0900

Cyclist 8 0.3025 0.3006 1.0825 2.3096 0.2250 0.1369

Cyclist Avg 0.3649 0.3608 0.6752 1.3753 0.2011 0.0921

Avg 3 0.4833 0.4723 0.2566 0.4729 0.1154 0.1030

Avg 5 0.3899 0.3848 0.5033 0.9907 0.1386 0.1321

Avg 8 0.3171 0.3140 0.9095 1.9543 0.1762 0.1745

Avg Avg 0.3968 0.3904 0.5565 1.1393 0.1434 0.1366

Table 5.5: Complete results of our HPTR on the WOMD test split.
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Object

Type

Measurement

Time (s)

Soft

mAP ↑
mAP

↑
Min

ADE ↓
Min

FDE ↓
Miss

Rate ↓
Overlap

Rate ↓

Vehicle 3 0.5611 0.5451 0.2796 0.4988 0.0934 0.0186

Vehicle 5 0.4704 0.4637 0.5698 1.0986 0.1297 0.0405

Vehicle 8 0.3678 0.3644 1.0731 2.2909 0.1824 0.0909

Vehicle Avg 0.4664 0.4577 0.6408 1.2961 0.1352 0.0500

Pedestrian 3 0.4923 0.4802 0.1454 0.2674 0.0478 0.2358

Pedestrian 5 0.4055 0.3993 0.2782 0.5488 0.0661 0.2605

Pedestrian 8 0.3639 0.3577 0.4834 1.0157 0.0813 0.2901

Pedestrian Avg 0.4206 0.4124 0.3023 0.6106 0.0651 0.2621

Cyclist 3 0.4606 0.4519 0.3309 0.6021 0.1779 0.0523

Cyclist 5 0.3822 0.3788 0.6136 1.1843 0.1905 0.0897

Cyclist 8 0.2962 0.2943 1.0661 2.3242 0.2239 0.1433

Cyclist Avg 0.3797 0.3750 0.6702 1.3702 0.1974 0.0951

Avg 3 0.5047 0.4924 0.2519 0.4561 0.1064 0.1022

Avg 5 0.4194 0.4139 0.4872 0.9439 0.1288 0.1302

Avg 8 0.3427 0.3388 0.8742 1.8769 0.1626 0.1748

Avg Avg 0.4222 0.4150 0.5378 1.0923 0.1326 0.1357

Table 5.6: Complete results of our HPTR on the WOMD valid split.
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(a) Change lane. (b) Reverse.

(c) U-Turn. (d) Multi-modal futures.

Figure 5.9: Qualitative results of HPTR predicting vehicles. Scenarios are selected from the
WOMD validation dataset. The ground truth is in orange. The target agent and the predictions are
in cyan. The most confident prediction has the least transparent color, the thickest line and the
biggest cross.

5.F Additional Qualitative Results

In Figures 5.9, 5.10, and 5.11, we provide more qualitative results on WOMD valid of our
HPTR predicting vehicles, pedestrians, and cyclists, respectively.
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(a) Interact with parked cars. (b) On the crosswalk with other people.

(c) Walk alone on the road edge. (d) Cross the street without using crosswalk.

Figure 5.10: Qualitative results of HPTR predicting pedestrians. Read as Figure 5.9.

(a) Ride on the bike lane (in brown). (b) Ride on a road without bike lane.

(c) Ride on the road edge. (d) Stop at red light.

Figure 5.11: Qualitative results of HPTR predicting cyclists. Read as Figure 5.9.



6
Summary and Perspectives

In this thesis, we explore techniques for training neural policies for both the autonomous
vehicles (AV) and non-playable simulated traffic agents. Here, we provide an overview of
our key contributions, and a discussion on future research directions.

6.1 Summary of Contributions

In Chapter 2, we presented Roach, a reinforcement learning (RL) expert, and an effective
way to imitate this expert. Using the bird’s-eye view representation, Beta distribution
and the exploration loss, Roach set the new performance upper-bound on CARLA while
demonstrating high sample efficiency. To enable a more effective imitation, we proposed
to learn from soft targets, values and latent features generated by Roach. Supervised by
these informative targets, a baseline end-to-end (E2E) imitation learning agent using a
single camera image as input can achieved state-of-the-art performance, even reaching
expert-level performance on the NoCrash-dense benchmark.

In Chapter 3, we alleviated the poor sample efficiency of the Roach expert by introducing
a safety critic to yield a multiplicative value function. We started with the constrained
Markov decision process formulation, derived the safety critic from reachability analysis
and integrated our approach into the Soft Actor-Critic (SAC) and the Proximal Policy
Optimization (PPO) framework. We proposed several versions of SAC and PPO using
our multiplicative value function and showed increased sample efficiency and stability
compared to the baselines. Furthermore, the multiplicative value function can help to
learn the fine details in the reward structure, like soft constraints. To show the real-world
potential of our method, we took a SAC Mult Lagrange agent trained in simulation and
successfully deployed the policy on a real robot in a zero-shot sim-to-real fashion. The
robot showed safe behavior and was able to generalize to dynamic obstacles of novel
shape.

To improve the behavioral realism of the CARLA simulator, in Chapter 4 we presented
TrafficBots, a multi-agent policy learned from real-world motion prediction datasets.
Based on the shared, vectorized context and the individual personality and destination,
TrafficBots can generate realistic multi-agent behaviors in dense urban scenarios. Besides
the simulation, TrafficBots can also be used for motion prediction. Evaluating on motion
prediction tasks allows us to verify the simulation fidelity and benchmark on a public
leaderboard. Based on TrafficBots, we built a differentiable, data-driven simulation

115



116 6 summary and perspectives

framework, which in the future can serve as a platform to develop AV planning algorithms,
or as a world model to train E2E driving policies via RL [35] or model-based imitation
learning [99]. Moreover, TrafficBots could also be integrated as a module to generate
human-like behaviors for bot agents in a game or a full-stack autonomous driving
simulator.

Finally, in Chapter 5, we proposed a novel network architecture that resolved the trade-
off between the accuracy and efficiency of motion prediction methods. Specifically,
we introduced a novel attention module, Knarpe, which allows the pairwise-relative
representation to be used by Transformers. Based on Knarpe, we presented a pure
Transformer-based framework called HPTR, which uses hierarchical architecture to
enable asynchronous token update and avoid redundant computations. While agent-
centric methods suffer from poor scalability and scene-centric methods suffer from poor
accuracy, our HPTR gets the best from both worlds. Experiments on the two most popular
benchmarks showed that our approach achieves superior performance, while satisfying
the real-time and on-board requirements of real-world autonomous driving.

6.2 Discussion and Future Perspectives

In this thesis, we have taken a step forward in the field of learning neural policies to
facilitate prosocial navigation for AV and robots. However, there is still a long way to
go before AV can drive safely in dense urban scenarios and behave like human experts
on public roads. In the following, we briefly discuss what we consider to be some of the
most promising and important directions for the future of E2E driving and AV planning.

Training ego policy in world models: In this thesis, we presented a world model and
focused on improving its configurability, fidelity, scalability and efficiency. However, we
have yet to use this world model to train a policy for the ego vehicle. Recent studies [246,
247] have explored this direction, but it remains unclear whether training the AV policy
against data-driven reactive agents is more effective than training against log-replay or
rule-based simulated agents [248, 249, 250]. Besides planning-oriented world models,
image-based world models [128, 132], and video generation models [251, 252] are also
promising future directions, but they have not been utilized for policy training or testing
yet.

Offline RL: In addition to world models, another promising approach to leverage the
vast offline datasets of AV is offline RL, i.e., RL algorithms that utilize previously collected
data, without additional online data collection or explicitly training a model [253]. Using
sequence modeling [254, 255] or diffusion models [256], significant progress has been
made by recent studies for robotics applications. However, applying offline RL to more
complex and safety-critical environments involving close interaction with humans, such
as autonomous driving in dense urban scenarios, remains an open challenge.

RL from human feedback: There are two reasons why RL from human feedback (RLHF)
could be the next big thing for AV. The first reason is the success of RLHF applied to
large language models (LLM) such as GPT [257] and Llama [258]. The second reason is
that driving in proximity to humans requires prosocial navigation, where safety is not the
only criterion; human acceptability has to be considered as well. RLHF for driving is also
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aligned with how humans learn to drive in a driving school. It would be beneficial for
AVs to learn from comments provided by human experts about their behavior, enabling
them to minimize the probability of accidents without actually experiencing one, as well
as improving driving skills without requiring concrete expert demonstration.

Vision-language models for AV planning: Current planning and E2E driving algo-
rithms still operate at a relatively basic level, similar to human instinct, which considers
short history and lacks high-level reasoning ability. In order to solve the long-tail prob-
lems encountered in real-world scenarios, the AV planning algorithms need the emergent
ability [259] that has been observed in LLM and vision language models (VLM) [260].
Using VLM trained on internet resources as the brain of AV is also aligned with how
humans use their common sense and theoretical knowledge for driving. Before the policy
or the human actually maneuvers the vehicle, it should already be clear what needs to
be done in principle, following common sense and the theoretical knowledge acquired
beforehand. In fact, current VLMs have the common sense that can explain the situation
given an example image of long-tail events on the road, such as unknown objects or
uncommon behavior of pedestrians. In the near future, VLMs should also be able to
pass the theory test of driving and prove its understanding of traffic rules. However, it is
still an open question how to use VLMs and LLMs for real-time planing and E2E urban
driving tasks [261, 262, 263, 264, 265, 266].

Dataset and benchmark for AV planning and E2E driving: Datasets and benchmarks
are still a big bottleneck for data-driven planning and simulation for AV. Current AV
datasets and benchmarks inherit the design for perception tasks, which is not optimal
for planning tasks. While most motion prediction datasets today do not include sensor
measurements, it is important for the planning tasks to know the visual details to reason
about the behavior of surrounding vehicles and pedestrians, especially when dealing
with long-tail events. As a result, we believe an ideal dataset for AV planning and E2E
driving should have the following attributes:

• Collected in the real world.

• High-quality, temporally synchronized data, including various sensor measure-
ments, intermediate perception outputs, as well as navigation information and the
actions of the ego vehicle.

• Sufficient details for driving tasks, including, for example, signal lights of vehicles,
gestures from pedestrians and cyclists.

• Large scale with high diversity, including, for example, dense urban driving sce-
narios involving interactions with humans, as well as uncommon behavior and
confusing situations.

Building such a dataset is an ambitious but necessary task. None of the current AV
datasets meet all these requirements, but datasets such as NuPlan [100] and WOMD [134]
have been working towards these directions in their latest updates.

In terms of the benchmark, current real-world planning benchmarks adopt an offline
setting and use offline metrics as a proxy for online metrics. While closed-loop E2E
evaluation is desirable, it remains unclear how to achieve this with offline real-world
datasets [104, 248]. One promising approach is to use real-world data to minimize the
sim-to-real gap, with the hope that simulators can achieve sufficient fidelity to replace
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real-world environment for driving tasks [128, 267]. In the future, we expect to see a
standardized driving test in simulation that all AVs must pass before entering public
roads.
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